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Abstract

LiHoxY1-xF4 in an applied transverse field was shown to be a realization of the Random

Field Ising Model (RFIM), in both its ferromagnetic and spin glass phases. In this work we

use exact numerical diagonalization of the full Hamiltonian of 2 Ho ions to calculate explicitly

the random field in weak and strong transverse fields. We then suggest a direct measurement

of the random field through subkelvin co-tunneling experiments.
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Chapter 1

Introduction

1.1 Introduction

The Random Field Ising Model (RFIM) has attracted much attention from the physics com-

munity ever since its interesting implications concerning critical dimensionality for phase

transitions were first discussed by Imry and MA [1] in 1975. Experimentally, many stud-

ies were performed using a diluted Antiferromagnet (AFM) under an applied longitudinal

magnetic field as first proposed by Fishman and Aharony [2].

In recent years the study of quantum phase transitions has also attracted growing

attention, though no realization of such a transition has yet been confirmed. Understanding

of the destruction of phase through random fields can give insight as to which systems are

likely to present quantum phase transitions. Evaluating the magnitude and other properties

of the random field can help to further this effort by predicting the location of the critical

points.

Analysis of the RFIM model has seen much progress since its early days, and many

more realizations have been found [3, 4, 5, 6]. However, only recently a realization of the

RFIM in FM systems was found in the anisotropic dipolar magnets.
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Anisotropic dipolar magnets are ideal systems to study the Ising model in general. Such

systems exhibiting ground Ising-like states and under the additional condition of disorder in

the dipolar interactions can be used to model the RFIM in both their spin glass (SG) and

FM regimes. This is because the Off Diagonal Dipolar (ODD) interaction terms combined

with a constant applied transverse magnetic field provide a site dependant mechanism for

biasing the Ising states.

As the LiHoF4 crystal is a prominent and well studied case of an Ising dipolar magnet,

it is employed here as an exemplary realization of such models. This realization is preferable

to diluted AFM due to the possibility of applying a spatially constant longitudinal magnetic

field to it as opposed to the case of staggered magnetization. The disorder is induced by

diluting the magnetic Ho ions so that their positions on the lattice are random.

A recent paper by Schechter and Laflorencie [7] showed the dependence of the effective

longitudinal field on the positions of the randomly distributed magnetic Ho ions, providing

a mechanism to predict the site dependence of the RFIM for small fields. Our current study

extends this work to large measurable fields and suggests practical measurement methods.

This should provide a first direct microscopical measurement of random fields in a FM

system.

1.2 Outline

Chapter 2 presents the theoretical foundation for this work. The general model for anisotropic

dipolar systems showing Ising ground states is discussed (section 2.1) and the details of the

LiHoxY1-xF4 realization are reviewed (section 2.2 and on). Included in this review (section

2.5.2) are results of experiments both validating the fundamental model and paving the way

to new measurements capable of assessing the validity of this study.

Chapter 3 is concerned with establishing random field behaviour and evaluating its

magnitude. It reviews the derivation of the random field in the perturbative regime on
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which this current work is based (3.1), and presents a new extension to this analysis outside

perturbation theory using numerical routines (3.2).

In chapter 4 three experiments are proposed, aiming at a direct measurement of the

effective random fields in anisotropic dipolar systems. These experiments can also validate

the theoretical predictions of this thesis. A summary of analysis results is given in chapter

5.

Appendix A features an extended discussion of the single-ion states presented in sec-

tions 2.2 through 2.4. Appendix B presents a more extended and full discussion of the

perturbative analysis of section 3.1. In Appendix C the main numerical method used in this

work is reviewed. In appendix D, further numerical results can be found complementing

the ones in the main text. Appendix E offers an extension to discussions in chapter 4 re-

garding the proposed experiments. Appendix F presents the analysis of quantum (T = 0)

Landau-Zener transitions relevant to section 4.1. All Matlab codes used for this study (e.g.

for numerical routines) are given in appendix G.
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Chapter 2

Theoretical Foundation

2.1 Anisotropic Dipolar Ising Systems

The model considered in this work is of a system with spin-like components, where each

spin has a ground state Ising-like doublet, and well removed excited states. The interaction

between the components is dipolar. A general Hamiltonian for such Anisotropic Dipolar

Magnets can be formulated as:

H = −D
∑
i

[(Jzi )2 − J0] +
∑
i 6=j

V zz
ij J

z
i J

z
j (2.1.1)

where D is a constant dictating the anisotropy measure, Jx,y,zi are magnetic moment compo-

nents, J0 is a constant used to calibrate the zero energy and V αβ
ij are the dipolar interaction

coefficients (α, β = x, y, z).

The first part of this Hamiltonian is the anisotropy term with D considered large,

and the second is the dipolar interaction with the non-longitudinal terms omitted. While

considering only the longitudinal part of the dipolar interaction can seem arbitrary at first,

there are indeed realizations in which all the other terms cancel by symmetry (e.g. undiluted

LiHoF4 [8]). In fact even when these terms do not cancel out, they can be neglected due

to the large anisotropy dictating < Jx,y > � < Jz >. However this simplification of the
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dipolar interaction has its limitations as discussed in section 2.5.1.

As already implied, only large magnetic moments (J > 1
2
) are considered, as the exis-

tence of excited eigenstates for single ions, change the physics significantly. In particular the

J = 8 case matches the realization presented in this work (see section 2.3).

Figure 2.1: The single ion energy levels and < Jz > expectancy values for J = 8, D = 0.72. D is

chosen so that the energy difference Ω0 between the ground states and the lowest excited state, is

the same as in the realization presented in section 2.3.

In general, large spin ions do not conform to the usual conception of the (spin half)

Ising model. However at low enough temperature compared to the single ion level spacing,

only the ground states are populated so that they can be taken as Ising-like states.

Under these constraints, the Hamiltonian above (eq. 2.1.1) can be formulated in effec-

tive spin half form:

H =
∑
i 6=j

U zz
ij σ

z
i σ

z
j (2.1.2)

with σz being a Pauli 2X2 matrix.
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2.2 The LiHoF4 Crystal

For a realization of disordered anisotropic dipolar systems, the LiHoF4 crystal is considered

with the Ho sites diluted randomly by Yttrium ions. This is because the quality of single

crystals of LiHoY4 is usually very high (as they are used for high power lasers) and the

relevant parameters of the crystal (see section 2.3 and appendix A.3) obtained through

fitting to experimental results, are known with very good accuracy [9].

From this point on, the discussion is carried out in terms of this realization. However, all

the analytical derivations can be applied to any realization obeying the constraints discussed

in the previous section (2.1).

Figure 2.2: The unit cell for LiHoF4. a = 5.175Å , c = 10.75Å.

Positions of the Ho, Li and F ions in the unit cell are found in appendix A.1. The c axis depicted

in the figure will function as the easy Ising (z) axis. Illustration taken from Gingras and Henelius

[10]
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The concentration of the Ho ions in the crystal is given by x and the diluted crystal

is denoted as LiHoxY1-xF4. As the Ho ions are highly magnetic (µHo = 10.6µB)[11] and

the other elements in the crystal negligibly so (e.g. µY = 0.14µB) this effectively leads to

magnetic moments randomly distributed throughout the lattice. Since the Yttrium ions have

an atomic radius similar to that of Ho, they do not distort the lattice[12].

The invariance of the crystal structure under a transformation (r, θ, φ) −→ (r, π − θ, φ+ π
2
)

implies an S4 symmetry [13], a property which is useful in determining the Crystal Field

(see appendix A.3).

The LiHoxY1-xF4 crystal shows several distinct phases. At temperatures T < 1.53K,

the undiluted LiHoF4 is an Ising dipolar ferromagnet. As the Ho concentration decreases,

frustration due to dipolar interactions builds up, until at x ' 0.25 a dipolar spin glass phase

appears.

Figure 2.3: The phase diagram for LiHoxY1-xF4 as a function of dilution x, temperature T and

transverse magnetic Field Bx. Diagram taken from Gingras and Henelius [10]

Figure 2.3 appeared in a 2011 review on the current understanding of the LiHoxY1-xF4

crystal. It clearly shows there are regimes in the phase diagram that are not yet resolved.

In the current study, the discussion is restricted to the very dilute regime x � 0.1.

In this dilute regime we can assume that while a small percentage of ions have a close-by

neighbor (much closer than the average distance for the chosen dilution), the number of ions
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with more than one close-by neighbor is negligible in comparison.

2.3 Ho Ion Electronic States

The ”free” trivalent Ho ion has the configuration 5I8 (J = 8) (see appendix A.2). The Crystal

Field generated by the electrostatic potential of all the ions in the LiHoF4 compound partially

breaks the 17-fold degeneracy (Jz = −8,−7, ..., 7, 8) of the free-ion states and translates to

a large uniaxial magnetic anisotropy along the z axis. This Crystal Field term can be

formulated following Chakraborty et al. [14] as:

HCF = B0
2O

0
2 +B0

4O
0
4 +B0

6O
0
6 +B4

4(C)O4
4(C) +B4

6(C)O4
6(C) +B4

6(S)O4
6(S) (2.3.1)

where the Ol
n are Stevens’ operator equivalents and the Bm

n are crystal specific coefficients,

called Crystal Field Parameters, obtained through fitting to experiments (see appendix A.3

for discussion, coefficients values and operators definitions).

The operator equivalents O0
2, O0

4 and O0
6 do not break the symmetry (to rotations

around the z axis) dictating states characterized by their Jz value. However theO4
4(C), O4

6(C)

andO4
6(S) contain terms with J4

± so that the eigenstates of the Crystal Field are combinations

of free-ion states with ∆Jz = ±4. This gives Crystal Field eigenstates belonging to the four

one-dimensional irreducible representations [Γ1,2,3,4] of the S4 group:

VΓ3 = αi|Jz = −7 > +βi|Jz = −3 > +γi|Jz = 1 > +δi|Jz = 5 > (2.3.2a)

VΓ4 = αi|Jz = 7 > +βi|Jz = 3 > +γi|Jz = −1 > +δi|Jz = −5 > (2.3.2b)

VΓ2 = αi|Jz = −6 > +βi|Jz = −2 > +γi|Jz = 2 > +δi|Jz = 6 > (2.3.2c)

VΓ1 = αi|Jz = −8 > +βi|Jz = −4 > +γi|Jz = 0 > +δi|Jz = 4 > +εi|Jz = 8 >

(2.3.2d)

with different coefficients αi through εi for each state (i = 1..17).
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These states and their corresponding energies were also found numerically through a

standard Matlab diagonalization routine (see results in appendix A.3 and code in appendix

G.1)

Figure 2.4: Energies and < Jz > expectancy values for the different Ho ion electronic states.

Figure based on similar plot in Giraud et al. [15]

The ground states are well separated (Ω0 = 10.8K) from the excited states so that at

temperatures far lower than Ω0, only the ground state doublet will be significantly populated.

These ground states, belonging to the groups Γ3 and Γ4 are related by time reversal symmetry

and can be viewed as Ising states. These states are hence forth labelled as | ↑> and | ↓>

according to their < Jz >= ±5.5. This is a manifestation of the anisotropy mentioned before

(< Jx,y >' 0). In the presence of an applied transverse field, the first excited state has

a significant role in breaking the degeneracy of the ground doublet (see section 3.1) and

in introducing coupling between the Ising states. It is labelled Γ2 after the irreducible

representation it belongs to (this should not cause confusion as there as is no direct reference

to other excited states throughout the remainder of this thesis, except in appendix B where

this is clearly noted).
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2.4 HyperFine Interaction

At low enough temperatures, even weak HyperFine (HF) interactions can play an important

part (see e.g. [16]) since in some systems they can impede coupling between the ground

states. This is even more pronounced in Ho ions where the HF interaction is relatively

strong.

The HF interaction can be conveniently separated into two parts:

HHF = AJ
∑
i

~Ii · ~Ji

= AJ
∑
i

Izi · Jzi +
AJ
2

∑
i

(I+
i · J−i + I−i · J+

i )

= H
‖
HF +H⊥HF

(2.4.1)

with I = 7
2

and AJ = 0.039K as determined through fitting to resonance measurements (see

appendix A.4).

The ”longitudinal” part of the interaction H
‖
HF splits each of the electronic ground

doublet into 8 equidistant levels ∆E =' 201mK according to the projection Iz of the nuclear

spin on the z axis.

Figure 2.5: Splitting of the electronic Ising states into electro-nuclear states due to the ”longitu-

dinal” part of the HF interaction (H
‖
HF ). Illustration taken from Schechter and Stamp [17]

From this diagram the importance of the inclusion of the HF structure can be under-

stood, since at low enough temperatures T � 0.2K the two lowest electro-nuclear levels act
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as the Ising states, and these cannot be coupled by a transverse magnetic field alone as it

cannot couple states of different nuclear spin.

In contrast the ”transverse” HF term can couple ↑ and ↓ states of different nuclear spin

as long as ∆m = Iz↓ − Iz↑ = 2 (in second order of perturbation) or ∆m = 6 (sixth order).

However on its own, this term still doesn’t produce coupling between the electro-nuclear

ground states.

2.5 Applied Magnetic Field

Applying a magnetic field to the crystal is taken into account through the Zeeman effect:

Hz = −gLµB ~B · ~J

where for the J = 8 configuration, the Wigner-Eckert theorem yields a Landé g factor gL = 5
4
.

In the next subsections the effects of magnetic field components, along the crystallo-

graphic easy z axis (longitudinal field) or perpendicular to it (transverse field), are discussed

separately.

2.5.1 Transverse Field

If the HF interaction is neglected, as proposed in several articles (e.g. [18, 19]), an applied

transverse field should induce quantum fluctuations between the electronic Ising ground

states and split the degeneracy to produce symmetric and anti-symmetric single ion states

(| ↑> +| ↓>) and (| ↑> −| ↓>). Combined with an inter-ionic interaction for which all except

the Ising like interaction terms are discarded (see section 2.1 and also reference [16]), this

produces an effective transverse field Ising model:

H =
∑
i 6=j

U zz
ij σ

z
i σ

z
j − Γ(Bx)

∑
i

σxi (2.5.1)

where Γ is the splitting between symmetric and anti-symmetric single ion states.
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However at temperatures lower than the HF splitting (T � 0.21K), the HF struc-

ture has to be taken into account. As mentioned in section 2.4, transverse fields can-

not couple between states of different nuclear spin by themselves, so that the coupling

between the ground Ising states involves the transverse HF term and is greatly reduced

(ΓHF � Γno−HF )[17]. In fact the coupling between the ground Ising states becomes appre-

ciable only when Bx ' Ω0

µBJ
' 1.5T where the first excited electronic state Γ2 becomes well

hybridized with the ground electronic states [8, 16].

Furthermore as shown by Schechter and Laflorencie [7], for the dilute LiHoxY1-xF4

the Off Diagonal Dipolar interaction terms reduce the symmetry of the system, so that the

Transverse Field Ising Model cannot adequately describe it (see section 3.1).

17



2.5.2 Longitudinal Field

A magnetic field applied in the longitudinal direction, splits the degeneracy between the

electro-nuclear doublets and specifically between the Ising states linearly.

∆E = gLµBB
z < Jz↑ > −gLµBBz < Jz↓ >= 2gLµBB

z < Jz↑ > (2.5.2)

In other words, each of the levels of figure 2.5 develops into two branches linear in longitudinal

field as shown in figure A.3.

Figure 2.6: Energy levels of the 8 X 2 lowest electro-nuclear levels as a function of an applied

longitudinal magnetic field Bz (single ion picture).
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Figure 2.7: Zoom in of figure A.3 with avoided level crossing gaps intentionally exaggerated.

Crossings specifically mentioned in the text are pointed out

The level crossings in figure A.3 are practically equally separated (∆Bz = 23[mT ]) in

the field axis due to the linearity of the Zeeman effect with field and the regularity of the

HF splitting. Some of the energy level crossings are avoided level crossings. This can be

seen quite easily for the case ∆m = Iz↓ − Iz↑ = 2, where the coupling between levels through

the transverse HF interaction is in second order. Avoided level crossings allow tunnelling

between the corresponding states. In practice, there are more effects not taken into account

in this model which couple the different states, thereby allowing more tunnelling possibilities.

Giraud et al. [15] conducted experiments in which a magnetic field was applied to

a LiHoxY1-xF4 crystal parallel to the crystal’s easy axis. The Ho concentration was very

dilute (x = 0.002) in order to allow treatment of the ions singly, neglecting inter-ionic in-

teractions. These experiments were conducted at temperatures equal to or lower than the

energy splitting of the HF structure. The magnetic field was swept between ±0.3T at various

rates. A relatively low sweep rate of ν = 0.55[mT/sec] resulted in a hysteresis curve for the
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magnetization of the sample as a function of the longitudinal field as shown in figure 2.8.

Figure 2.8: Magnetization with applied longitudinal field for ν = 0.55[mT/sec], showing hysteresis

and magnetization steps. Magnetization is normalized to the maximum magnetization of the sample.

Plot taken from Giraud et al. [15]

The explanation offered to this result was that at a large positive (or negative) magnetic

field almost all of the magnetic ions were in the | ↑ −7
2
> (or | ↓ 7

2
>) state and tunnelled

away whenever the longitudinal field swept past an avoided level crossing. As only states

of opposite magnetic moment cross, sweeping through resonances ”flips” the ions thereby

giving rise to magnetization steps. These magnetization steps are indeed found exactly where

crossings are predicted.

At the higher temperatures it can be seen that thermal relaxation induces flips at all

times, whereas at T = 50mK it is evident through the neat steps that flipping mainly takes

place at the resonances.

Better understanding of the tunnelling process can be gained from looking at the low
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temperature susceptibility of the sample:

Figure 2.9: Susceptibility derived from the magnetization in the above plot for T = 50[mK]. Notice

the magnetic field sweep direction from low to high field. Plot taken from Giraud et al. [15]

The sweep direction shown in the above plot corresponds to almost all of the ions ini-

tially occupying the | ↓ 7
2
> state and gradually flipping to | ↑> states with different nuclear

spins. The n = −1 crossing corresponds to a small but not negligible initial population of

the | ↓ 5
2
> state predicted by the Boltzmann ratio to be around 1

60
of the overall magnetic

ions. Here it is evident that even crossings which according to our model so far should not

allow tunnelling (such as the n = 0 crossing), do so nonetheless.

A constant rate sweeping of the magnetic field as executed here naturally suggests an

attempt at evaluating the tunnelling rate at each crossing according to the Landau-Zener

approximation (see section F). However such an estimation produces tunnelling rates orders

of magnitude lower than those witnessed in these experiments. Giraud et al. explained

that the large tunnelling rates in the experiment are due to thermal activation. Through
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thermal activation, ions are continuously excited to higher | ↓> states some of which are

strongly coupled to | ↑> states (see section 2.4). The coupling for some of these states is

so strong that at resonance, ions flip freely (see distinctly visible avoided crossings in figure

2.7). This means the flipping rate at these resonances is determined solely by the thermal

activation rate. The relaxation time is given by τ = τ0 exp(2∆E/kBT ) with a long τ0 because

spin-lattice relaxation time T1 can be hours at very low temperatures and/or as a result of

internal fields fluctuations.

A higher sweep rate of ν = 0.3[T/sec] at low temperature T = 50[mK] resulted in the

magnetization hysteresis curve of figure 2.10:

Figure 2.10: Magnetization with longitudinal field for a high sweep rate ν = 0.3[T/sec] at

T = 50[mK]. Plot taken from Giraud et al. [15]

As expected, the higher sweep rate shows magnetization steps at the same field values

as in the lower sweep rate, only of smaller size. This is because here the system sweeps faster

past each resonance, limiting the amount of ions thermally excited during that time to the

relevant levels. More importantly, figure 2.10 shows new and even smaller magnetization

steps exactly midway between the resonances already mentioned.

We note for future reference that the presence of the many susceptibility peaks well
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before the field sweeps past zero, implies that the system did not have enough time to

equilibrate between sweeps (there is no significant pause between sweeps). In other words,

at the start of each sweep, some of the ions are at Ising-states other than the ground one.

The susceptibility derived for this high sweep rate shows even more clearly the tun-

nelling at half integer n values. It also shows peaks at n values above 7 (see inset).

Figure 2.11: Susceptibility derived from the magnetization plot above (fig. 2.10) for a high sweep

rate ν = 0.3[T/sec]. Notice the Sweep direction is opposite to the one in the previous susceptibility

plot (fig. 2.9). Plot taken from Giraud et al. [15]

These two results of tunnelling at half integer n and at n > 7 suggest the co-tunnelling

of two ions.

In order to see more clearly why this is so, the Hilbert space of two ions is considered.

In this two ions picture, each ion contributes its own Zeeman term, so that the slope with

field can be either double that of the single ion picture (for two aligned ions | ↓↓> or | ↑↑>)

or practically zero (for anti-aligned ions α| ↑↓> +β| ↓↑>).
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Figure 2.12: Energy levels of the 256 lowest electro-nuclear levels (i.e. all the levels corresponding

to both ions being either | ↑> or | ↓>) as a function of an applied longitudinal magnetic field (two

ion picture). No dipolar interaction. The field is given in units of the distance between single-flip

resonances ∆B = 0.023[T ]

Crossings between two sloped levels correspond to co-tunnelling of two ions (e.g.

| ↓ 7
2
↓ 7

2
>→ | ↑ 5

2
↑ 7

2
>) , while crossings of a sloped level with a horizontal one corre-

spond to single ion flips as before. It is evident from this plot, that co-tunnelling produces

additional crossings exactly between single ion crossings (half integer n).

It is worthwhile to note that crossings between | ↓↓>, | ↑↑> and ”| ↓↑>” states can

overlap, i.e. some of the peaks in susceptibility are generated both by ions tunnelling singly

and by co-tunnelling (e.g. most of the n = 1 crossings).

Figure 2.12 also explains the susceptibility peaks at integer n > 7 through the addi-
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tional crossings witnessed for the appropriate field values.

Notice that this is only a simplified picture as inter-ionic interactions were not included

in the model yet and co-tunnelling cannot take place without such interactions. The intro-

duction of such interactions will change the structure of the energy levels (depending on the

relative positions of the ions) as discussed in the next sections.

In principle this analysis can be further expanded to include ion triplets and so on.

However due to the strong dilution of the magnetic ions, most of them are significantly

influenced only by one other such ion which is closer than all the others.

2.6 Dipolar Interaction

The Ho ions in the LiHoF4 crystal experience both superexchange and dipolar interactions.

However even for nearest lattice neighbors (n.n.), the AFM exchange interaction has only

half the magnitude of the dipolar interaction [14]. This is because the unfilled shell is an f

shell which is spatially more contracted then other filled shells of the ion (in this case the 4d

and 5p shells)[10]. Since exchange interactions decay exponentially and dipolar interactions

decay cubically with distance, the ratio between the interactions grows fast, so that for all

practical reasons the exchange interaction can be neglected and only the dipolar one should

be taken into account (for next nearest neighbors, the exchange energy is 5% that of the

dipolar interaction) [20, 14, 10, 21].

Hdipolar =
∑
i 6=j

α,β=x,y,z

V αβ
ij J

α
i J

β
j

=
∑

α,β=x,y,z

∑
j 6=i

∑
i

1

2
g2
Lµ

2
B

µ0

4π

|rij|2δα,β − 3rαijr
β
ij

|rij|5
Jαi J

β
j

(2.6.1)

Depending on the positions of the two ions interacting, the dipolar term can prefer

aligned magnetic moments (FM interaction), or anti-aligned (AFM interaction). The angle
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of the position vector connecting the two ions relative to the z axis determines the interaction

to be AFM for 54.7◦ < θ < 125.3◦ and FM otherwise.
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Chapter 3

Random Fields

3.1 Perturbation Theory

As discussed in section 2.5.1, the inability of the transverse field to couple two (single ion)

time-reversed Ising states to first order, means that effects of the transverse field become

noticeable only at second order of perturbation theory. This seems to suggest, in a naive

approach, that the effects of the transverse field are proportional to (Bx)2 [14].

Schechter and Laflorencie showed [7] using second order degenerate perturbation theory

that the combination of Off Diagonal Dipolar (ODD) terms and a transverse magnetic field

brings about an effective longitudinal field whose magnitude and direction depend on the

relative positions of the magnetic ions. Since the magnetic ions are distributed randomly

throughout the possible lattice sites, the effective field is in fact a random longitudinal

magnetic field (which turns out to be linear in Bx for small Bx). An intuitive perspective of

why the combination of a transverse field and the dipolar interaction breaks the symmetry

to flips of spins along the z axis is given in appendix B.

A perturbative expansion similar to that of Schechter and Laflorencie was carried out

with the specifics of the LiHoxY1-xF4 crystal in mind (see detailed derivation in appendix
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B). The lowest energy unperturbed eigenstates of the crystal are ’Global-Ising states ’ for

which all the ions are in one of the (single ion) electro-nuclear Ising states (e.g. | ↑ −5
2
>).

We expand these states to find energy splittings as a function of transverse field along the

x axis. Specifically the splittings form between any two such states, which are degenerate

and related by Jzk → −Jzk and Izk → −Izk symmetry. The ground states, for which each of

the Ho ions is in one of the Ising states | ↑ −7
2
> or | ↓ 7

2
>, in such a way as to minimize

the longitudinal dipolar term, can be taken as a representing example of such states. The

energy splitting is given in eq. 3.1.1 to leading order.

δE = 2gLµB
∑
k

(
4η

Ω0

∑
i 6=k

V zx
ki B

x

)
< Jzk > (3.1.1)

where the quantity η = |< Γ2|Jx| ↑>|2 = 5.62 is found numerically using the code in ap-

pendix G.1.

This energy splitting has the form of a sum of, single ion, longitudinal Zeeman splittings

(see eq. 2.5.2)

δE = 2gLµB
∑
k

Bz
k,eff < Jzk > (3.1.2)

and we thus deduce effective longitudinal fields

Bz
k,eff =

4η

Ω0

∑
i 6=k

V zx
ki B

x (3.1.3)

Each of these effective longitudinal fields has a magnitude particular to the (dipolar

interaction experienced by the) relevant Ho ion and can thus be considered as a random lon-

gitudinal field due to the spatial disorder of the magnetic ions. As is evident, the magnitude

of all these random fields increases linearly with Bx.

A rough estimate is that this analysis is valid as long as corrections of first order to the

unperturbed states are small gLµB
√
ηBx � Ω0 (or roughly Bx � 2.5[T ]). However there are

more constraints such as that this analysis is of course not valid near level crossings.
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As the effective field for each ion is dependant on the lattice positions of its neighboring

ions, these random fields are, strictly speaking, correlated. However for large enough domain

sizes Imry-Ma behaviour is nevertheless obtained as was shown explicitly for LiHoxY1-xF4

with (1− x)� 1 where the correlations are most significant [8].

While not directly relevant to this work, it is interesting to note that the original

analysis of this result goes on to conclude that any finite transverse field destroys the Spin

Glass phase in LiHoxY1-xF4 so that there is no quantum phase transition for this system [7].

In order to compare the perturbative result to the numerical result in the next section,

we give the splitting up to third order perturbation expansion for nearest lattice neighbors

~rn.n. = (a
2
, 0, c

4
) expanding the states | ↑ −7

2
↑ −7

2
> and | ↓ 7

2
↓ 7

2
>:

δE(2) + δE(3) = 0.8169Bx − 0.0034Bx = 0.8135Bx[K] (3.1.4)

where the second order here includes corrections due to the dipolar and HF interactions and

also electronic levels higher than Γ2 (see appendix B for details)

3.2 Beyond Perturbation Theory

After reviewing the analytical derivation of the random field in the previous section, we now

aim at finding the random field beyond perturbation theory. This is done through exact

numerical diagonalization of a full two ions Hamiltonian for various ion pairs:

H2Ho = HCF +HHF +Hdipoalr +Hzeeman

with an applied transverse magnetic field along one of the crystallographic ”hard” axes

chosen as the x axis. Applied longitudinal field is disregarded throughout this section.

Such a matrix is 18496 X 18496 big (17 electronic states times 8 nuclear states for each

ion, squared for the two ions). A standard Matlab diagonalization process was not feasible

as it requires 5GB of memory simply to store a single such matrix. Instead an iterative
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process was used. This was possible due to the sparsity of the Hamiltonian matrix. That

is the matrix is composed mostly of zeros which were not stored. Iterative methods allow

treatment of only the non-zero matrix components in the diagonalization process. Another

advantage of iterative diagonalization is that it can be much faster than the standard process

(under certain limitations). See appendix C for more details.

The energy levels for transverse fields between 0 and 2T are shown for nearest lattice

neighbor pairs as an example.

Figure 3.1: Energy levels Vs. Bx for n.n. pairs at relative positions ~r = (±1
2a, 0,

1
4c)

Explanatory notes:

• Only the first 32 levels are shown for clarity.

• The color scheme is determined according to the degeneracies at zero field. Each

diabatic state should retain its color as Bx changes.

• All energies are relative to the mean between the states starting (at zero field) as

| ↑ −7
2
↑ −7

2
> and | ↓ 7

2
↓ 7

2
> (i.e. relative to the mean between blue lines).
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• Similar relevant plots for other pairs can be found in appendix D.

In the following, for reasons of convenience, the states are referred to according to their

characterization at zero transverse field even though their composition changes with field.

For example the ground state in the above figures is referred to as the | ↑ −7
2
↑ −7

2
> state

even though at non-zero transverse fields the eigenstate actually mixes components of other

states in this basis as well.

Notice that even though the relevant eigenstates acquire non-zero < Jx > and < Jy >

expectancy values for non-zero transverse fields (see below), they are still magnetic Ising

states since they can be characterized by their < Jz = ±const > value (for each Bx value).

The effective longitudinal field for such a pair is extracted from the energy difference

between the | ↑ −7
2
↑ −7

2
> and | ↓ 7

2
↓ 7

2
> (blue) levels as discussed in the previous section

(eq. B.0.10) and elaborated below.

We note that the energy spectrum for AFM pairs has states of anti-aligned ions (i.e.

containing terms: | ↑↓>) as ground states (for small enough fields, see e.g. fig. D.2 in

appendix D). While such states do not significantly change their energy as a function of

Bx relative to their zero field energy, this does not contradict the validity of the effective

longitudinal field model since their position in the energy spectrum relative to other states

does change.

A plot (Fig. 3.2) of the energy difference between the | ↑ −7
2
↑ −7

2
> and | ↓ 7

2
↓ 7

2
>

states shows an interesting feature. The practically linear curve of the energy difference

extending to transverse field values of above 1T , i.e. well beyond second order perturba-

tion theory, is a new and unpredicted result. The linearity is due to the cancellation by

symmetry of the square term (Bx)2 (and indeed all even power terms), and due to small-

ness of the cubic term (Bx)3 which only survives at the 4th order of expansion. This curve

δEnumerical = 0.80Bx + 0.02(Bx)3[K] is comparable to the 3rd order perturbative result from

the previous section (eq. 3.1.4) δEperturbative = 0.81Bx[K].
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Figure 3.2: Energy difference between the | ↑ −7
2 ↑ −

7
2 > and | ↓ 7

2 ↓
7
2 > for n.n. pairs (with

relative positions ~r = (±1
2a, 0,

1
4c))

It is important to note at this time that at high enough transverse fields (e.g. Bx = 1.4T

for n.n. pairs and Bx = 1.3T for 3rd pairs), it becomes increasingly hard to keep track of the

diabatic states through level crossings (see appendix G.4 for details about tracking diabatic

states). Therefore the color scheme of the energy levels should only be relied upon for

moderate field values (i.e. the diabatic states are identified correctly only at the field range

where the energy difference shows a linear curve).

The effective longitudinal field can be derived from the energy difference as in eq. 2.5.2

(expanded for two ions labelled 1 and 2):

∆E = gLµBB
z
eff (< Jz1 >↑ + < Jz2 >↑ − < Jz1 >↓ − < Jz2 >↓) (3.2.1)

where we considered that (unlike in the perturbative derivation) the < Jz1,2 > expectancy

values, can be different for states of two ions up or two ions down (see fig. 3.3).

Isolating the effective field gives:

Bz
eff =

∆E

gLµB(< Jz1 + Jz2 >↑ − < Jz1 + Jz2 >↓)
(3.2.2)

Notice that the expectancy values for < Jz > change with transverse field (Fig. 3.3).
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Figure 3.3: < Jz1 > and < Jz2 > (identical) Vs. Bx for n.n pairs. Blue line is for | ↑ −7
2 ↑ −

7
2 >

and red for | ↓ 7
2 ↓

7
2 >

The sudden jumps in < Jz > testify to level crossings where the relevant eigenstates

are a mix of two diabatic states with different < Jz > (the | ↑ −7
2
↑ −7

2
> state does not

cross any other state at positive fields leading to the smooth curve in the above figure).

The effective longitudinal field calculated as discussed above is:

Figure 3.4: Effective longitudinal field Vs. Bx for n.n. pairs (with relative positions

~r = (±1
2a, 0,

1
4c)).
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A fit for the linear segment produces Bz
eff = 0.044Bx.

The sharp peaks are due to the anomalies in the < Jz > values for eigenstates near level

crossings as explained above (fig. 3.3). They should not be taken as anomalies in the

effective field, as the effective field should be determined by the properties of the diabatic

states and not the eigenstates. That is, the above plot shows the correct effective field only

away from level crossings where the diabatic states and the eigenstates are equivalent. The

effective field is not calculated using the diabatic states for technical reasons; however it can

be extrapolated for these anomalous regions from the linear fit.

Again it is advised not to rely on the calculated effective field beyond the region where

the energy difference is linear, due to difficulties in tracking diabatic states as mentioned

above.

A unified plot of the random fields for different pairs is convenient for comparison (Fig.

3.5).

Figure 3.5: Comparison of the effective longitudinal fields for lattice neighbors of the 8 shortest

distances. Notice the change in the axes compared to the previous plot
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The axes are switched in Fig. 3.5 as compared with fig. 3.4 for compatibility to plots

in the next chapter, having a horizontal Bz axis. The effective longitudinal fields for the 3

strongest fields which are the ones we propose to measure in experiment, are accentuated

(bold dots instead of thin lines).
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Chapter 4

Proposed Direct Random Field

Measurement

As a central application of our exact calculations of the effective longitudinal field experienced

by pairs at various relative lattice positions, we propose methods for measuring the Random

Field through variations on the experiments performed by Giraud et al. [15] (see section

2.5.2). Such experiments would be of particular significance as they would constitute the

first direct measurement of a Random Field in a FerroMagnetic Ising-like system.

We suggest three different variations to the experimental process discussed in section

2.5.2, each with its own advantages. We first discuss an almost identical process to the

original experiment with the addition of a constant applied transverse field. This should

produce the desired results in a graphical representation similar to the original (i.e. magne-

tization hysteresis and the susceptibility derived thereof). The next variation is to sweep the

longitudinal field adiabatically slow (with a constant transverse field as before), so that the

system evolves through equilibrium states instead of the dynamical process in the original

experiment. Finally we suggest adiabatically sweeping the transverse field in a constant

applied longitudinal field.
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We note that all the plots in this chapter are approximated using the linear fits to the

energy differences and effective fields found for the different pairs.

4.1 Adding a Constant Transverse Field - Dynamical

Repeating Giraud’s experiments, with the addition of a constant applied transverse field, is

expected to shift the resonances by the effective fields found in the previous section and split

the peaks in the susceptibility plot. More specifically, the susceptibility plot should show

the original peaks of previous experiments, plus small peaks thus shifted from each of the

original peaks (both ”single-flip” and co-tunnelling peaks) and in both directions (due to the

symmetry of the crystal).

As mentioned before, different ion pairs (of different relative positions between the two

ions) experience different effective longitudinal fields. At transverse fields of up to 1.2T (for

which the characterization of the states as Ising-like is clear) most pairs experience negligible

effective fields which means the shifted resonances would not be discernible from the original

ones witnessed by Giraud (due to broadening). However the pairs of near enough lattice

positions, can experience large enough effective fields, to produce distinct shifted peaks even

within this 1.2T range. Specifically we consider for these purposes, the n.n. pairs and the

3rd and 4th n.n. pairs. The 2nd and 5th n.n. pairs do not experience an effective field as

explained in appendix D.

These shifted peaks of susceptibility are expected to be small compared to the original

peaks. This is because in such a strong Ho dilution, only a small number of Ho ions would

produce such crowded pairs. For this reason it is important to choose applied transverse field

values with care so that the shifted peaks are in fact well shifted and discernible from the

original peaks. Optimal visibility of the shifted peaks should be achieved when such peaks

are at the valley of susceptibility between original peaks (between a main co-tunnelling peak

and a ”single-flip” peak).
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In their 2003 article [22] Giraud et al. presented the results of another experiment

showing better resonance resolution through ac susceptibility measurements (Fig. 4.1).

Figure 4.1: The ac susceptibility measured for a LiHoxY1-xF4 crystal with x = 0.001 at different

temperatures. Measurements were performed with a quantum design MPMS SQUID magnetometer,

using a 4 Oe-amplitude excitation field at f = 800Hz frequency. Figure taken from Giraud et al.

[22]

From these results we deduce that the minimum of such a valley is around 1/4 of the

way from a co-tunnelling peak to the adjacent ”single-flip” peak. Thus the optimal effective

field values should be:

Bz
eff,optimal = (

1

4
+

1

2
k) · ∆Bz

2
(4.1.1)

with integer k and the inter-peak distance being ∆Bz

2
= 0.0115. We keep in mind the re-

striction of the previous chapter on the transverse field range at which this analysis is valid

(Bx < 1.3[T ])

Of course we cannot place all the shifted peaks at minima of such valleys at the same

time, as each pair is shifted by a different amount. Thus we might have to repeat the

experiment at different transverse field values to observe shifted peaks related to different

pairs.

Note that the peaks’ shape and width are also temperature dependent (at least for
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”single-flip” peaks), as seen clearly in the above figure (4.1) and as established in section

2.5.2 (see also [22]).

A convenient method, to find optimal transverse field values to be applied, is by using

the code supplied in appendix G.5. This code employs a process similar to the ’manipulate’

function in Mathematica (a plot with varying parameters controlled manually). This ”inter-

active” plot shows (for a given Bx) the predicted positions of the shifted peaks (for the 1st,

3rd and 4th n.n. pairs) relative to the original peaks. A slider control determines Bx (see

example in fig. 4.2).

At this point it should be emphasized that our calculations assume the transverse field

is applied along one of the (”hard”) crystallographic axes. A generalization to any other

direction can be easily obtained. Another consideration is that we calculated the effective

field based on the energy difference between the | ↓ 7
2
↓ 7

2
> and | ↑ −7

2
↑ −7

2
> while a more

careful calculation should consider the energy difference between | ↓ 7
2
↓ 7

2
> and a | ↑↑>

level of different nuclear spins for each level crossing in Bz (i.e. for different n = 1
2
, 1, 3

2
, ...

according to the levels participating in the crossing). This is the same sort of correction

suggested for the perturbative analysis in eq. B.0.12 (due to the HF interaction) and can

lead to a small correction to the Bz position for resonances of large n (e.g. n=7)

As a simple example we consider an applied transverse field of Bx = 0.072[T ]. This

field value should produce optimal visibility of the shifted peaks related to n.n. pairs. To

be precise, the n.n. pairs separated by ~r = (0,±1
2
a,−1

4
c) (defined as ’second’ orientation

in appendix A.1) experience no effective field and their resonances do not shift. The pairs

separated by ~r = (1
2
a, 0, 1

4
c) experience a positive effective field (Bz

eff = 0.0032[T ]) and their

resonances shift in the negative direction of Bz. Similarly the resonances of the pairs sepa-

rated by ~r = (−1
2
a, 0, 1

4
c) shift equally far in the positive direction. We note that this means

each such shifted resonance corresponds to just one kind of n.n. pairs flipping (out of 4).

The resonance shifts for all other pairs is indiscernible for this low transverse field value.

Figure 4.2 was made using the code in appendix G.5. The blue lines representing the
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original peaks are illustrations drawn for perspective only and should not be taken as a

prediction for the size and functional form of the real peaks.

Figure 4.2: Predicted positions of shifted susceptibility (χzz) peaks for Bx = 0.072[T ]. Blue lines

illustrate the original peaks for perspective. Green squares mark valley minima. Blue dots represent

shifted peaks positions. The shifted peaks which are expected to be clearly visible in experiment are

noted. All other shifted peaks (dots) in this plot are expected to simply widen the unshifted peaks.

The shifted peaks shown should appear to either side of any of the original co-tunnelling

peaks. They are expected to be much smaller than the original co-tunnelling peaks since

each such peak corresponds to just the n.n. pairs flipping (and in fact only 1 out of every 4

n.n. pairs as mentioned before).
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Another such case of optimal visibility for shifted peaks can be found in appendix E

for Bx = 0.46[T ]. This example also features the shifted peaks of 3rd and 4th n.n. pairs. In

fact resonances of these farther pairs only start to separate from an unshifted co-tunnelling

peak for Bx ≥ 0.4[T ]. The ability to precisely predict the position of these peaks is a direct

consequence of our exact calculation of the effective longitudinal field beyond perturbation

theory. Appendix F discusses the functional profile of the quantum (T = 0) transitions (mag-

netization steps and susceptibility peaks) at shifted resonances in this kind of experiment.

4.2 Adiabatic Sweeping

The above method has the disadvantage of producing results for which the distinctness of

the shifted resonances against the ’noise’ of the unshifted resonances is highly sensitive to

experimental parameters (such as transverse field, sweep rate, and measurement resolution).

A more stable version of this experiment is to sweep an applied field adiabatically slow so

that the system stays at (a momentary) equilibrium throughout the sweep. In other words, in

adiabatic sweeping most of the pairs occupy their momentary (two ions picture) ground state

(see for example the ground states in Fig. 4.6). Excited states are only occupied according

to the Boltzmann ratio so that away from crossings involving the (momentary) ground

state (where the gap to the first excited level is small), their population is exponentially

small compared to the ground state. Figures 4.3 through 4.5 show the magnetization and

susceptibility predicted at equilibrium as a function of both Bz and Bx.
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(a)

(b)

Figure 4.3: Predicted Magnetization for applied fields:

a) −0.06 < Bz < 0.06T ; −1.2 < Bx < 1.2T .

b) 0.005 < Bz < 0.06T ; 0 < Bx < 1.2T . (zoom in)

T = 10[mK], x = 0.005 (broadening is not taken into account here).
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(a)

(b)

Figure 4.4: Predicted Susceptibility to Bz (∂M
z(Bx,Bz)
∂Bz ) for applied fields:

a) −0.06 < Bz < 0.06T ; −1.2 < Bx < 1.2T .

b) 0.004 < Bz < 0.06T ; 0 < Bx < 1.2T . (zoom in)

T = 10[mK], x = 0.005 (broadening is not taken into account here).
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Figure 4.5: Projection of the susceptibility (χzz) on the BxBz plane for applied fields

−0.06 < Bz < 0.06T ; −1.2 < Bx < 1.2T . The area of the big susceptibility peak at zero longi-

tudinal field (−0.004 < Bz < 0.004T ) was cut off for better visibility of areas outside this big peak.

T = 10[mK], x = 0.005 (broadening is not taken into account here).

Note that here we used a constant value Jz = 5.5 even though we explicitly showed that

Jz changes with Bx in section 3.2 (fig. 3.3). This was done to produce clearer plots where

magnetization steps are more easily visible, since we use these plots mainly as a guide to

finding the desired parameters for experiment. Refined plots, taking into account a varying

Jz(Bx), can be found in appendix E.

The diagonal magnetization step (susceptibility peak) clearly visible in figures 4.3b,

4.4b and especially 4.5 corresponds to the shifted resonances of n.n. pairs and is linear in

Bx as expected.

Guided by these plots, we suggest two more ways for observing shifted resonances.

The plot for the projection of the susceptibility (χzz) on the BxBz plane (fig. 4.5) will be

presented again for each of the following predictions with the appropriate field values clearly

marked in order to give perspective as to their respective differences.
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4.2.1 Adding a Constant Transverse Field - Equilibrium

We now discuss an experiment similar to the original one by Giraud’s only with an adiabatic

sweep of the longitudinal field and an added constant transverse field. For comparison we

shall first discuss the predicted results in the absence of a transverse field. Such a slow sweep

would produce one very big magnetization step at zero field and several small ones on either

side (see figure 4.7). The Big step at and around zero field includes the flipping of almost

all the spins (both FM and AFM pairs). All of the FM ion pairs contribute to the big step,

because they all have only a single ground state resonance which is exactly at zero field as

illustrated in figure 4.6a (though broadening and finite measurement resolution should be

taken into account). The AFM pairs on the other hand have two ground state resonances

away from zero field (figure 4.6b), though most of them are swallowed up in the wide zero

field step except a few which have a dipolar interaction larger than the width of the zero field

step (e.g. 2nd n.n. pairs). The small steps are related to the resonances of these exceptional

AFM pairs. This means by the way that at these resonances only one ion in the pair flips.

(a) n.n. pairs (FM) (b) 2nd n.n. pairs (AFM)

Figure 4.6: Examples of energy levels as a function of Bz (Bx = 0) for FM and AFM pairs.

Crossings involving ground levels are noted

We therefore treat specifically only six such resonances which are separated by more
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than 10mT from zero field. These six resonances belong to the AFM 2nd, 3rd and 5th n.n.

pairs and appear at field values ±46.2mT , ±11.5mT and ±16.3mT respectively. Excluding

only these six resonances from the zero field magnetization step, means that the zero field

step corresponds to 92% of all the Ho ions in the crystal flipping (assuming Ho dilution

x = 0.005).

The predictions of figures 4.7 through 4.15 take into account a temperature of T = 10[mK],

Ho dilution x = 0.005 and a broadening of 1mT due to both spin-spin interactions with far-

ther Ho ions and HF interactions with Fluorine ions. Jz(Bz) dependency was not taken into

account since it is not significant for the relatively small transverse fields used in this section

(see appendix E).

Figure 4.7: Predicted Magnetization for an adiabatic sweep of Bz with Bx = 0, T = 10[mK],

x = 0.005 and a quantum broadening of 1mT .
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Figure 4.8: Predicted Susceptibility for an adiabatic sweep of Bz with Bx = 0, T = 10[mK],

x = 0.005 and a quantum broadening of 1mT .

Obviously there is no hysteresis since we stay at equilibrium.

A zoom in on the susceptibility plot shows the small peaks more clearly.

Figure 4.9: Predicted Susceptibility (zoom in) for an adiabatic sweep of Bz with Bx = 0,

T = 10[mK], x = 0.005 and a quantum broadening of 1mT

The addition of a constant transverse field to the process shifts these resonances as in

the previous method (e.g. Bz
eff = 0.044Bx for n.n. pairs. see fig. 3.5). We stress again that

these predictions assume the application of the transverse field along one of the (”hard”)

47



crystallographic axes.

Figure 4.10: Predicted Susceptibility (zoom in) for an adiabatic sweep of Bz with Bx = 0.6[T ],

T = 10[mK], x = 0.005 and a quantum broadening of 1mT

Figure 4.11 shows the difference in paths along the BxBz plane between the zero

transverse field and the non-zero transverse field predictions for perspective.

Figure 4.11: Projection of the susceptibility (χzz) on the BxBz plane (as in fig. 4.5). The two

different cross sections presented in figures 4.9 and 4.10 are marked by black dashed lines
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4.2.2 Sweeping the Transverse Field - Equilibrium

Instead of sweeping the longitudinal field, we could keep this field constant, and vary the

magnitude of the transverse field. This should shift the resonances for close together pairs

with very little effect on the resonances of farther apart pairs (i.e. only ions belonging to

close together pairs flip). Thus we can study with ease the transitions corresponding to the

crossing of a resonance by specific pairs.

As an example we consider a constant longitudinal field of Bz = −30[mT ] and a trans-

verse field swept in the range −1.2 < Bx < 1.2 [T ]. For perspective we first show the path

along the BxBz plane for this prediction.

Figure 4.12: Projection of the susceptibility (χzz) on the BxBz plane (as in fig. 4.5). The cross

section presented in figure 4.13 is marked by a black dashed line

Sweeping the transverse field, should shift the resonances of the n.n. pairs (originating

at zero field) until at some point they cross the value of applied field Bz = −30[mT ]. We

stress yet again that our predictions assume the transverse field is applied along one of the

(”hard”) crystallographic axes and that in any other case modifications can be made easily.
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Figure 4.13: Predicted Susceptibility (χzz = ∂Mz(Bx,Bz)
∂Bz ) for an adiabatic sweep of Bx with

Bz = −30[mT ], T = 10[mK], x = 0.005 and a quantum broadening of 1mT

Repeating this experiment for various longitudinal field values can be used to verify

the linear dependence of the effective longitudinal field on the transverse field.

Another interesting longitudinal field value for this experiment is Bz = −4[mT ]. Here

we suggest measuring both the χzz = ∂Mz(Bx,Bz)
∂Bz and χzx = ∂Mz(Bx,Bz)

∂Bx susceptibilities. Again

to give perspective we first show the path along the BxBz plane for this prediction.

Figure 4.14: Projection of the susceptibility (χzz) on the BxBz plane (a zoom in on fig. 4.5).

The cross section presented in figure 4.15 is marked by a black dashed line
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Figure 4.15: Predicted Susceptibility (χzz = ∂Mz(Bx,Bz)
∂Bz ) for an adiabatic sweep of Bx with

Bz = −4[mT ], T = 10[mK], x = 0.005 and a quantum broadening of 1mT

Figure 4.16: Predicted Susceptibility (χzx = ∂Mz(Bx,Bz)
∂Bx ) for an adiabatic sweep of Bx with

Bz = −4[mT ], T = 10[mK], x = 0.005 and a quantum broadening of 1mT .

Jz(Bx) (of a single spin) was taken into account (see appendix E.2 for details)

where for χzx we considered the dependency Jz(Bx) (see appendix E.2) for a more

accurate prediction.

Figures 4.15 and 4.16 show both the shifted resonances of the n.n. and 4th n.n. pairs
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(both are FM and originating from zero field). Since the effective longitudinal field of the 4th

n.n. pairs changes more slowly with Bx than that of the n.n. pairs, they appear at greater

Bx values and are more stretched.

The χzz susceptibility seems to produce clearer results for the peaks of 4th n.n. pairs.

However since the longitudinal field value (Bz = −4[mT ]) puts us within the big magneti-

zation step (see fig. 4.3a), where each fluctuation in Bz produces a significant change in

magnetization, the measurement of χzz should be quite noisy. It might therefore be easier

to witness the contribution to susceptibility of the 4th n.n. pairs by the shoulders in the χzx

susceptibility.

We note that this variation of the experiment can also be performed dynamically, i.e.

with a sweep rate fast enough so that the system does not equilibrate during the process,

much like in the first variation (section 4.1).

4.3 Advantages and Disadvantages of the Three Vari-

ations

The dynamical experiment variation under a constant transverse field can prove the ansatz

employed by Giraud [15] which explains the small peaks at half integer n as co-tunnelling

peaks. Furthermore it enables analysis of the relative contribution of each pair to the co-

tunnelling peak (e.g. how big is the contribution of the 1st n.n. pairs which is expected to

be much more significant than other pairs). Another advantage of the dynamical variation

is the ability to use the effective (random) field as a tool for the study of the dynamics of

co-tunnelling.

The main advantage of the two equilibrium variations compared to the dynamic vari-

ation, is that they are not as sensitive to experimental parameters. For example the exact

sweep rate is not crucial as long as it is sufficiently slow. More importantly, the measurement
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resolution can be comparable to that used in the original experiments by Giraud (in the con-

stant transverse field variation) or even lower (in the constant longitudinal field variation).

In the equilibrium variation with constant transverse field for example this is because there

are less peaks in susceptibility (corresponding to unshifted peaks) that can hide the shifted

peaks. Of course in the equilibrium variation with constant longitudinal field, there are no

unshifted peaks at all, so that the shifted peaks should stand out.

We note that the constant transverse field version has the advantage of showing the

shifted peaks in perspective to unshifted peaks as opposed to the constant longitudinal field

version.

Another advantage of the equilibrium versions is that we are not restricted to a small

temperature to sweep rate (T
ν

) ratio. This was required in the dynamic method to keep

from having temperature assisted relaxation even away from resonance (i.e. in the previous

method we could not allow the system enough time to equilibrate).

This last statement also leads to another advantage of the equilibrium versions. Here

the change in magnetization of crossing a shifted resonance (peak area) can be easily cal-

culated from equilibrium considerations, whereas in the dynamic method we could only try

to predict it by considering the dynamical process due to both quantum (T = 0) transitions

(see appendix F) and thermally assisted transitions (as noted in section 2.5.2).
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Chapter 5

Summary

In this work we have numerically validated and extended the analysis of an effective ran-

dom longitudinal magnetic field in disordered anisotropic dipolar magnets under an applied

transverse field, beyond second order perturbation regime. By diagonalizing a full 2 Ho ions

Hamiltonian for various pairs in the LiHoxY1-xF4 compound (section 3.2), we have found the

random field for transverse fields of up to around 1.2T and shown the increase in random field

to be linear for this range (Fig. 3.5). We have also suggested three experimental variations

for a possible direct measurement of the random field using co-tunnelling experiments on a

LiHoxY1-xF4 compound and made predictions for the results (chapter 4). The first method

is by applying a constant transverse field to the sample and dynamically sweeping a longi-

tudinal field. This method should produce susceptibility peaks similar to the experiments

by Giraud et al. [15, 22] plus some added shifted peaks of nearby (n.n.) pairs due to the

random field (Figs. 4.2 and E.1). The second method is to replace the dynamical sweep of

the longitudinal field by an adiabatic one (still applying a constant transverse field) so that

the system is always at a momentary equilibrium. This should produce fewer peaks, showing

the effect of the random field (shifted peaks) more clearly (Fig. 4.10). The third method

is to apply a constant longitudinal field and sweep the transverse field adiabatically. This
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should produce only the shifted peaks so that even the weaker random fields experienced by

3rd and 4th n.n. pairs would not be obscured (Figs. 4.13, 4.15 and 4.16).

Suggestions for further analysis of this model and realization include for example un-

derstanding the characterization of the states beyond transverse fields of 1.4T . This could

lead to understanding of the mechanism responsible for the phase transition to a Paramagnet

in dilute anisotropic dipolar magnets. Another possible extension is to try to apply a similar

analysis to single molecule magnets such as Fe8 which posses properties to those of dilute

anisotropic dipolar magnets.
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Appendix A

Extended Discussion of Single Ion

States

A.1 Ion Positions in the LiHoF4 Unit Cell

Positions of Ho ions in the unit cell:

(0, 0, 0) (
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2
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1

4
c) (

1

2
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1

2
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1
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c) (0,
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Positions of Li ions in the unit cell:
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3

4
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Positions of F ions relative to the nearest Ho ion (relative distance 0.2244nm)[23]:

(x0, y0, z0) (−x0,−y0, z0) (x0,−y0,−z0) (−x0, y0,−z0) (A.1.3)

where x0 = (t− 1/2)a; y0 = (1/2− p)a; z0 = −qc

and p = 0.2817; t = 0.1645; q = 0.0813.
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Figure A.1: The unit cell for LiHoF4. a = 5.175Å , c = 10.75Å. Illustration taken from Gingras

and Henelius [10]
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Positions of the 5 nearest lattice neighbors to any Ho ion and some properties:

# n.n. Dist X Y Z FM/AFM Prob ∆EFM→AFM BzFM→AFM V xz V xx

1 1st 3.7E-10 − 1
2 0 1

4 FM 0.5 -0.63 0.01405 -0.00415

2 1st 3.7E-10 0 − 1
2 − 1

4 FM 0.5 -0.63 0 0.00937

3 1st 3.7E-10 1
2 0 1

4 FM 0.5 -0.63 -0.01405 -0.00415

4 1st 3.7E-10 0 1
2 − 1

4 FM 0.5 -0.63 0 0.00937

5 2nd 5.2E-10 -1 0 0 Anti 0.49 0.43 0.046 0 -0.00702

6 2nd 5.2E-10 0 -1 0 Anti 0.49 0.43 0.046 0 0.00351

7 2nd 5.2E-10 0 1 0 Anti 0.49 0.43 0.046 0 0.00351

8 2nd 5.2E-10 1 0 0 Anti 0.49 0.43 0.046 0 -0.00702

9 3rd 6.4E-10 − 1
2 -1 1

4 Anti 0.48 0.11 0.012 0.00096 0.00095

10 3rd 6.4E-10 -1 − 1
2 − 1

4 Anti 0.48 0.11 0.012 -0.00192 -0.00183

11 3rd 6.4E-10 -1 1
2 − 1

4 Anti 0.48 0.11 0.012 -0.00192 -0.00183

12 3rd 6.4E-10 − 1
2 1 1

4 Anti 0.48 0.11 0.012 0.00096 0.00095

13 3rd 6.4E-10 1
2 -1 1

4 Anti 0.48 0.11 0.012 -0.00096 0.00095

14 3rd 6.4E-10 1
2 1 1

4 Anti 0.48 0.11 0.012 -0.00096 0.00095

15 3rd 6.4E-10 1 − 1
2 − 1

4 Anti 0.48 0.11 0.012 0.00192 -0.00183

16 3rd 6.4E-10 1 1
2 − 1

4 Anti 0.48 0.11 0.012 0.00192 -0.00183

17 4th 6.5E-10 − 1
2 − 1

2 − 1
2 FM 0.46 -0.23 -0.00175 0.00093

18 4th 6.5E-10 − 1
2 − 1

2
1
2 FM 0.46 -0.23 0.00175 0.00093

19 4th 6.5E-10 − 1
2

1
2 − 1

2 FM 0.46 -0.23 -0.00175 0.00093

20 4th 6.5E-10 − 1
2

1
2

1
2 FM 0.46 -0.23 0.00175 0.00093

21 4th 6.5E-10 1
2 − 1

2 − 1
2 FM 0.46 -0.23 0.00175 0.00093

22 4th 6.5E-10 1
2 − 1

2
1
2 FM 0.46 -0.23 -0.00175 0.00093

23 4th 6.5E-10 1
2

1
2 − 1

2 FM 0.46 -0.23 0.00175 0.00093

24 4th 6.5E-10 1
2

1
2

1
2 FM 0.46 -0.23 -0.00175 0.00093

25 5th 7.3E-10 -1 -1 0 Anti 0.44 0.15 0.016 0 -0.00062

26 5th 7.3E-10 -1 1 0 Anti 0.44 0.15 0.016 0 -0.00062

27 5th 7.3E-10 1 -1 0 Anti 0.44 0.15 0.016 0 -0.00062

28 5th 7.3E-10 1 1 0 Anti 0.44 0.15 0.016 0 -0.00062
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• This table assumes a Ho ion at the origin and lists some properties of its neighboring lattice positions.

• ’#’ is a serial number (for keeping track).

• ’n.n.’ tells which lattice neighbor this is to the ion at the origin.

• ’Dist’ stands for the distance between positions in nanometer.

• X, Y and Z are the separation in each axis. X and Y are in units of a = 5.175Å and Z is in units of

c = 10.75Å.

• FM/AFM tells whether an ion placed in this position would interact FerroMagnetically or AntiFer-

roMagnetically with the ion at the origin.

• ’Prob’ stands for the probability that this lattice position will be populated without any closer positions

being populated. In other words, what is the probability that the closest other ion to the origin would

be in this lattice position.

• ∆EFM→AFM is the energy difference between the lowest ’aligned-ions’ state and the lowest ’anti-

aligned-ions state in Kelvin (two ion picture).

• BzFM→AFM is the longitudinal field at which the lowest ’aligned-ions’ state and the lowest ’anti-

aligned-ions state cross in Tesla (at zero transverse field; two ion picture; only listed for AFM neigh-

bors).

• V xz is the coefficient of the appropriate Off Diagonal Dipolar interaction (if you multiply this by

the Jz of one ion and Jx of the second ion you can get the strength of the corresponding dipolar

interaction).

• V xx is the same coefficient only for the appropriate diagonal interaction.

Many lattice distance groups (i.e. 1st n.n. , 2nd n.n. and so on) have two different orientations. One

orientation in which the lattice positions have an X component greater in magnitude than the Y component

and another orientation for which this is reversed (Y greater than X). We label these ’first’ and ’second’

orientations respectively. For our purposes, the main difference in these orientation is the magnitude of V xz

which determines the magnitude of the effective fields derived in section 3.2 and appendix D. In these terms,

the ’first’ orientation always leads to greater effective fields than the ’second’. In table A.1 positions #1 and

#3 correspond to the ’first’ orientations of the 1st n.n. pairs while #2 and #4 correspond to the ’second’

orientation. For the 3rd n.n. pairs, positions #10, #11, #15 and #16 correspond to the ’first’ orientation

while #9, #12, #13 and #14 correspond to the ’second’ orientation.
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A.2 Ho Free-Ion States

In this section, the reasons for assuming total angular momentum J = 8 for free Ho ions, are discussed.

Neutral Ho atoms have the configuration [Xe]4f116s2 as their ground level. In the LiHoxY1−xF4

crystal where the Ho ions are trivalent (Ho+3), each Ho ion has 10 electrons in the unfilled 4f shell ([Xe]4f10).

The smallness of the intra-ionic exchange interaction between the free electrons of a single Ho ion, compared

to their ”direct” interaction, leads to Russell-Saunders (LS) coupling, i.e. characterization of the eigenstates

of the Free Ion in terms of orbital angular momentum L and spin S. Rare earth ions and specifically Ho also

show strong spin orbit coupling which leads to a preference of further characterization of the states according

to total angular momentum J (instead of the spin and orbit projections MS ,ML). The ground state for this

configuration can be found using Hund’s rules [24, 25, 26]:

1. The value of the spin S must be maximum (maximum number of parallel spins). For trivalent Ho

with 10 free electrons this means 7 electrons ”up” and 3 ”down” resulting in S = 7 · 1
2 − 3 · 1

2 = 2.

2. The value of the orbital angular momentum L must be also maximum, taking into account the

restrictions imposed by the first rule. L = 3 + 2 + 1 + 0 + (−1) + (−2) + (−3) + 3 + 2 + 1 = 6

3. The value of the total angular momentum J is maximum J = L + S as the partially filled 4f shell is

more than half full. J = 6 + 2 = 8.

These properties of the Free Ion ground state can be expressed concisely using the term symbol 5I8.

A.3 Crystal Field

In this section, the assumptions leading to the Crystal Field used in this work are discussed, and the details

relevant to the chosen realization are specifically noted. At the end of this section, the numerically calculated

eigenstates and eigenvalues of this Crystal Field are listed.

For most compounds containing rare earth ions, and specifically for LiHoF4, the Crystal Field Hamil-

tonian term, which is due to the electrostatic potential (or more accurately due to the superposition model

of crystal fields [27]), can be taken as a perturbation compared to the spin-orbit couplings [26]. This is

in contrast to the iron group ions which are smaller and therefore have larger Crystal Fields (A common

misconception is that the Crystal Field contribution in rare-earths is weaker due to shielding of outer filled

shells [28]). This Crystal Field partially breaks the 17-fold degeneracy (Jz = −8,−7, ..., 7, 8) of the Free Ion
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states and translates to a large uniaxial magnetic anisotropy along the z axis.

The point charge approximation is used here to find the electrostatic potential. This approximation

does not take into account small effects due to the spatial distribution of electrons belonging to adjacent ions,

but rather places all charges at the position of the nuclei of these adjacent ions. It also neglects effects such

as screening of the magnetic electrons by the outer electron shells of the magnetic ion and spatial overlap of

the wave functions of adjacent ions [29, 14].

Under this approximation the potential function is given by the electrostatic potential V (x, y, z)

generated by the surrounding point charges at a position (x, y, z) near the magnetic ion in question.

V (x, y, z) =
∑
j

qj

|~Rj − ~r|
(A.3.1)

where qj is the charge of the jth ion a distance Rj from the origin. As in most cases, the only significant

contribution to the potential is generated by electrons in unfilled shells, as electrons in filled shells only

contribute at high order perturbation (ions in an S subshell also contribute only in high order perturbation

and can be neglected here) [29].

The straight forward method of performing a Taylor expansion in V in cartesian coordinates is too

lengthy in the case of LiHoF4. A more convenient method is by defining the potential in terms of tesseral

harmonics (which are related to spherical harmonics) [13, 29].

V =

∞∑
n=0

rn
n∑
l=0

(AlnC
l
n +BlnS

l
n) (A.3.2)

where Cln and Sln are the tesseral harmonics and Aln andBln are constants for a given crystal.

The relevant tesseral harmonics can be deduced from symmetry arguments, and then reformulated

in terms of cartesian coordinates. As mentioned in section 2.2, the LiHoF4 crystal possess an S4 point

symmetry and the potential function V must be invariant under the operations of this point group. Prather

[13] gives a thorough account of the tesseral harmonics relevant to various symmetries and specifically for

the S4 symmetry. Not all of the tesseral harmonics given by Prather are used as some of them only couple to

or between excited free-ion states which is not relevant even at room temperature (This is why the tesseral

harmonics Cnl and Snl of index n odd or greater than 6, are not taken into account). Also the coefficient

to a single (though not any) tesseral harmonic can be chosen to be zero through the right choice of axes

(rotation about the z axis).

Following is a list of the tesseral harmonics relevant to our study and their formulation in cartesian
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coordinates:

C0
2 =

√
10

4
√

2π

2z2 − x2 − y2

r2
(A.3.3a)

C0
4 =

3
√

2

16
√

2π

8z4 + 3x4 + 3y4 − 24x2z2 − 24y2z2 + 6x2y2

r4
(A.3.3b)

C4
4 =

3
√

35

16
√
π

x4 − 6x2y2 + y4

r4
(A.3.3c)

C0
6 =

√
26

32
√

2π

16z6 − 120(x2 + y2)z4 + 90(x2 + y2)2z2 − 5(x2 + y2)3

r4
(A.3.3d)

C4
6 =

3
√

91

32
√
π

(10z2 − x2 − y2)(x4 − 6x2y2 + y4)

r6
(A.3.3e)

S4
6 =

3
√

91

32
√
π

(10z2 − x2 − y2)(4x3y − 4xy3

r6
(A.3.3f)

The Crystal Field Hamiltonian term itself is given by :

HCF = −|e|
∑
i

V (xi, yi, zi) (A.3.4)

The method of Steven’ ”Operator Equivalents” [26] is employed to evaluate the Crystal Field matrix

in the free-ion states basis. This amounts to replacing x, y, z by Jx,JY ,Jz respectively allowing for the

non-commutation of Jx,JY ,Jz. To do this, for every product of Jx,JY ,Jz, all the different commutations

are added and then divided by the number of commutations. This gives an operator which has the same

transformation properties under rotations as the potential. Thus according to group theory arguments, the

resulting operator is proportional to the original operator up to a numerical factor.

The operator equivalents corresponding to the tesseral harmonics listed previously are:

O0
2 = 3J2

z − J(J + 1) (A.3.5a)

O0
4 = 35J4

z − 30J(J + 1)J2
z + 25J2

z − 6J(J + 1) + 3J2(J + 1)2 (A.3.5b)

O4
4(C) = J4

+ + J4
− (A.3.5c)

O0
6 =231J6

z − 315J(J + 1)J4
z + 735J4

z + 105J2(J + 1)2J2
z−

− 525J(J + 1)J2
z + 294Jz2 − 5J3(J + 1)3+ (A.3.5d)

+ 40J2(J + 1)2 − 60J(J + 1)

O4
6(C) =(j4

+ + j4
−)(11Jz2 − J(J + 1)− 38)+

+ (11Jz2 − J(J + 1)− 38)(j4
+ + j4

−) (A.3.5e)
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O4
6(S) =(j4

+ − j4
−)(11Jz2 − J(J + 1)− 38)−

− (11Jz2 − J(J + 1)− 38)(j4
+ + j4

−) (A.3.5f)

Stevens [26] suggests a method for calculating the coefficients relating his operators to the original

ones, but this calculation is arduous and problematic and in practice the coefficient of each Stevens’ operator

equivalent is determined by fitting HCF to experimental data. These phenomenological constants are called

the Crystal Field Parameters (CFP).

Finally the Crystal Field used in this work formulated in the operator equivalents is:

HCF = B0
2O

0
2 +B0

4O
0
4 +B0

6O
0
6 +B4

4(C)O4
4(C) +B4

6(C)O4
6(C) +B4

6(S)O4
6(S) (A.3.6)

where the Bln are the Crystal Field Parameters with values proposed by Rønnow et al. and listed clearly by

Chakraborty [14].

B0
2 = −0.696K (A.3.7a)

B0
4 = 4.06 · 10−3K (A.3.7b)

B0
6 = 4.64 · 10−6K (A.3.7c)

B4
4(C) = 0.0418K (A.3.7d)

B4
6(C) = 8.12 · 10−4K (A.3.7e)

B4
6(S) = 1.137 · 10−4K (A.3.7f)

These values were obtained through fitting the results of RPA [Random Phase Approximation] of spin-wave

dynamics calculations to observed neutron scattering data, as well as to the two lowest energy levels of the

crystal-field spectrum, as observed in spectroscopic measurements. However, there are no estimates of the

accuracies to which these parameters are known [14].

Group theory arguments dictate that in S4 symmetry, the states of a configuration with an even

number of electrons transform according to four one-dimensional representations [Γ1,2,3,4], two of which are

related by time-reversal symmetry. The ground state of the crystal-field Hamiltonian is thus a doublet,

belonging to the two related representations mentioned above, giving rise to a non-Kramers degenerate

ground state [14].

In fact even simple observation of the Crystal Field Hamiltonian suggests that the only terms breaking

the symmetry of rotations about the z axis are the ones containing O4
4 and O4

6 which couple free-ion states
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with ∆l = ±4 making the eigenvectors:

VΓ3
= αi|Jz = −7 > +βi|Jz = −3 > +γi|Jz = 1 > +δi|Jz = 5 > (A.3.8a)

VΓ4 = αi|Jz = 7 > +βi|Jz = 3 > +γi|Jz = −1 > +δi|Jz = −5 > (A.3.8b)

VΓ2
= αi|Jz = −6 > +βi|Jz = −2 > +γi|Jz = 2 > +δi|Jz = 6 > (A.3.8c)

VΓ1
= αi|Jz = −8 > +βi|Jz = −4 > +γi|Jz = 0 > +δi|Jz = 4 > +εi|Jz = 8 > (A.3.8d)

with different coefficients αi through εi for each state (i = 1..17).

Figure A.2: The energies for the different states as a function of their < Jz > expectancy value.

Figure based on similar plot in Giraud et al. [15]

These states and their corresponding energies were also found numerically through a standard Matlab

diagonalization routine (see code in appendix G.1).
The eigenstates are:

10
−2·



−21−77 i 0 0 0 0 0 0 −1−5 i 0 0 0 −6−24 i 0 0 −14−54 i 0 0
22+56 i 0 0 0 0 0 0 i 0 0 0 −11−27 i 0 0 −27−69 i 0 0

4 0 0 0 0 0 0 −49−3 i 0 0 0 −80−4 i 0 0 34+2 i 0 0
−3 0 0 0 0 0 0 87 0 0 0 −46 0 0 17 0 0
0 −1−3 i 0 0 0 0 −23−84 i 0 0 0 −12−44 i 0 0 0 0 4+16 i 0
0 1+4 i 0 0 0 0 15+46 i 0 0 0 −25−76 i 0 0 0 0 11+32 i 0
0 60+7 i 0 0 0 0 −1 0 0 0 −29−3 i 0 0 0 0 −74−8 i 0
0 −79 0 0 0 0 5 0 0 0 −24 0 0 0 0 −55 0
0 0 0 0 −45−i −48−2 i 0 0 −38−i −52−2 i 0 0 0 39+i 0 0 0
0 0 0 0 52−5 i 52−5 i 0 0 −16+i −48+4 i 0 0 0 44−4 i 0 0 0
0 0 0 0 −20 0 0 0 81+i 0 0 0 0 54+i 0 0 0
0 0 0 0 52+6 i −52−6 i 0 0 −16−2 i 47+6 i 0 0 0 44+5 i 0 0 0
0 0 0 0 −45 48 0 0 −38 52 0 0 0 39 0 0 0
0 0 42+39 i 44+42 i 0 0 0 0 0 0 0 0 30+28 i 0 0 0 −27−25 i
0 0 −32−25 i −29−23 i 0 0 0 0 0 0 0 0 45+35 i 0 0 0 −48−37 i
0 0 −41−4 i 36+3 i 0 0 0 0 0 0 0 0 57+5 i 0 0 0 60+6 i
0 0 58 −60 0 0 0 0 0 0 0 0 41 0 0 0 37



and the corresponding energies in Kelvin are:

(−246 −246 −235 −214 −174 −162 −137 −137 82 158 164 164 174 192 197 197 223 )
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A.4 HyperFine Constant

The HyperFine constant AJ can be found through fitting to the results of the experiments discussed on

section 2.5.2. This is done by comparing the positions of the crossings, in the field axis, predicted by theory

for single ions:

Figure A.3: Predicted crossings in the single ion picture.

AJJ
z · n− gLµBJz↑Bzn = 0− gLµBJz↓Bzn

⇓

Bzn =
AJJ

z · n
gLµB(Jz↑ − Jz↓ )

(A.4.1)

to the experimental resonance fields (for integer n crossings):

Bzn = n · 23mT (A.4.2)
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Figure A.4: Applied field values at resonances. Plot taken from Giraud et al. [15]

resulting in AJ = 0.039K.
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Appendix B

Perturbation Theory - Extended

In this appendix, after first portraying an intuitive picture explaining the breaking of symmetry, we present

in detail the perturbation expansion discussed in section 3.1. We start by reviewing in full detail the

expansion to leading term (2nd order), followed by an extension of greater precision within the same order

of expansion. Next an expansion of 3rd order in perturbation theory is derived. Finally the perturbative

results are compared with numerical ones.

B.0.1 An Intuitive Picture of Symmetry Breaking

An intuitive perspective of why the combination of a transverse field and the dipolar interaction breaks the

symmetry to flips of spins along the z axis can be obtained by considering the following classical picture (see

figs. B.1 through B.3 below): We consider two dipoles (bold arrows) both pointing in the same direction

along the z axis (blue for both up or black for both down) and lying on the xz plane. For convenience we

position one of them at the origin and look at the dipolar magnetic field (thin arrows) experienced by the

other.
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(a) Two dipoles up (b) Two dipoles up

Figure B.1: Two dipoles and the field generated by the one at the origin

We now add an applied transverse magnetic field to the right:

(a) Two dipoles up (b) Two dipoles down

Figure B.2: The same as above (fig. B.1) plus an applied transverse field to the right

Finally we compare the two cases:
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Figure B.3: Comparison between the two dipoles up case (blue) and two dipoles down case (black)

When both magnetic moments are up the transverse part of the dipolar field adds to the applied

field, while when both are down they subtract. Thus the total transverse field (experienced by the second

dipole away from the origin) is greater when both dipoles are up, allowing (in the quantum case) greater

fluctuations and thus a lower energy for that state.

B.0.2 2nd Order - First Approximation

We now give a rigorous review of the expansion of the energy levels in second order degenerate perturbation

theory which was originally derived in [7] up to the leading term. However here the derivation is carried

with the specifics of the LiHoxY1-xF4 crystal in mind. The unperturbed Hamiltonian is:

H0 = HCF +AJ
∑
i

Izi · Jzi +
∑
i6=j

V zzij J
z
i J

z
j (B.0.1)

As mentioned in section 3.1, the states for which we would like to find the splitting are ’Global-Ising states’

for which all the ions are in one of the (single ion) electro-nuclear Ising states (e.g. | ↑ −5
2 >). Specifically

the splitting will occur between any two such states, which are degenerate and related by Jzk → −Jzk and

Izk → −Izk symmetry. Considering the scaling (”droplet”) picture [30, 31], the ground states correspond to

each of the Ho ions being in one of the Ising states | ↑ − 7
2 > or | ↓ 7

2 > in such a way as to minimize the

longitudinal dipolar term and are only twofold degenerate with the two states related by the above symmetry.

Thus this analysis can be applied to the ground states as a representing example (as was performed in the

original derivation [7]).
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Following Schiff [32], second order expansion of the eigenstates and eigenvalues in the Schrdinger

equation gives the following equations in determinant form:∣∣∣∣∣∣
∑
n/∈M

|<m|H′|n>|2
Em−En −W2

∑
n/∈M

<m|H′|n><n|H′|l>
Em−En∑

n/∈M
<l|H′|n><n|H′|m>

Em−En
∑
n/∈M

|<l|H′|n>|2
Em−En −W2

∣∣∣∣∣∣ = 0 (B.0.2)

where W2 is the corrected energy level and H ′ is the perturbation:

H ′ =
∑

α,β 6=zz

∑
j 6=i

∑
i

V αβij Jαi J
β
j − gLµBB

x
∑
i

Jxi +
AJ
2

∑
i

(I+
i · J

−
i + I−i · J

+
i ) (B.0.3)

assuming an applied transverse field along the x axis.

The notation conventions used in eq. B.0.2 and throughout this appendix are as follows:

• m and l are the unperturbed states to be expanded and constitute the subspace M . They are any

two degenerate (Em = El) ’Global-Ising states’ for which all the ions are in one of the (single ion)

electro-nuclear Ising states (e.g. | ↑ −5
2 >) and related by Jzk → −Jzk and Izk → −Izk symmetry. The

subspace M̃ contains all of the ’Global-Ising states’ (as opposed to just 2 of them in M)

• n (or n′) is any of the other states in the entire Hilbert space Λ.

• the p, q, r, s states (see below) are states identical to either m or l with the exception of one or two

spins in the higher (single ion) electronic levels (e.g. Γ2). These states constitute the subspace P .

Solving gives:

W2 =
1

2

∑
n/∈M

|< m|H ′|n >|2 + |< l|H ′|n >|2

Em − En
±

± 1

2

(∑
n/∈M

|< m|H ′|n >|2

Em − En
−
∑
n′ /∈M

|< l|H ′|n′ >|2

Em − En′

)2

+

+4
∑
n/∈M

∑
n′ /∈M

< m|H ′|n >< n|H ′|l >< l|H ′|n′ >< n′|H ′|m >

(Em − En)(Em − En′)

] 1
2

=I± 1

2

√
(II)2 + III

(B.0.4)

Terms I give the same correction to both m and l states and do not remove the degeneracy. Terms II give

the corrections due to coupling between a state in M and a state outside M , and are the main focus here.

Terms III require coupling between the the m and l states which does not exist at second order (among other

reasons due to the HF structure) and thus zero out (in the original derivation this was due to the ground

states being |Jz = ±J > with J > 1
2 ).
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Furthermore at this order of expansion, the only terms that do not fall off, employ the n states which

the perturbation directly couples to the unperturbed M states. This means n states identical to the M

states but for one or two Ho ions excited to a higher electronic (single ion) state (e.g. Γ2). We label these

states p and q, and name the subspace they constitute P .

As a first approximation we consider only the minimally excited P states with a single Ho ion excited

to the Γ2 level, which are significantly closer in energy to the M states (Ω0) than the other options (2Ω0

and above). In fact the states P of two excited ions coupled to the M states through dipolar terms such

as V xx, fall off due to symmetry (see below) so that the next relevant excited P state is roughly 3Ω0

away from the M states. As a first approximation we consider only the contribution of the Crystal Field

term in the Hamiltonian to the energy separation between the relevant levels since the longitudinal dipolar

and longitudinal HF interactions give very small contributions in comparison. Later we will include these

corrections as well.

Thus considering only the contribution of the ’minimally excited’ excited P states, the energy difference

between the m and l levels is now:

δE(2) =
∑
p

< m|H ′|p >< p|H ′|m >

Ω0
−
∑
q

< l|H ′|q >< q|H ′|l >
Ω0

(B.0.5)

The only terms in this expression that do not zero out trivially, are those that have only an even number of

Jxi operators (for any i), and an even (including zero) number of nuclear ladder operator I±i . Also, terms

without an odd number of Jzk operators cancel each other out (identical terms in the right and left segments

of the expression).

The surviving terms are identical for the left and right segments of the above expression up to a minus

sign so that we can take only the left segment and multiply by 2. Writing the surviving terms explicitly

gives:

δE(2) = 2
∑
p

2 < m|2
∑
k 6=i V

zx
ki J

z
kJ

x
i |p >< p|

∑
i gLµBB

xJxi |m >

Ω0
(B.0.6)

We now invoke the completeness relation to add |m >< m| after Jzk (other terms in
∑
n∈Λ |n >< n| = I fall

off). We can also omit the summation over p , noting that the only contribution comes from p states in

which the ions excited to Γ2 match the ions affected by the Jxi operators.

δE(2) =
8 < m|

∑
k 6=i V

zx
ki J

z
k |m >< m|Jxi |p >< p|

∑
i gLµBB

xJxi |m >

Ω0
(B.0.7)

This can now be formulated with single ion states of the relevant ions:

δE(2) = 8gLµBB
x
∑
k 6=i

∑
i

V zxki
< ms|Jzk |ms >< ms|Jxi |Γ2 >< Γ2|Jxi |ms >

Ω0
(B.0.8)
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where ms is the single ion state (e.g. | ↑ −Iz >) as dictated for each ion by the global state m.

The quantity η = |< Γ2|Jx|ms >|2 = 5.62 is found numerically using the code in appendix G.1.

δE(2) = 2gLµB
∑
k

 4η

Ω0

∑
i 6=k

V zxki B
x

 < Jzk > (B.0.9)

This energy splitting has the form of a sum of, single ion, longitudinal Zeeman splittings (see eq. 2.5.2)

δE = 2gLµB
∑
k

Bzk,eff < Jzk > (B.0.10)

and we thus deduce effective longitudinal fields

Bzk,eff =
4η

Ω0

∑
i 6=k

V zxki B
x (B.0.11)

It is important to note that, at this level of approximation, the form of the energy splitting is identical

for any two ’Global-Ising states’ (M). This allows us to apply the interpretation of a unique effective field

to the entire subspace M̃ (as defined at the beginning of this section). A more careful discussion of this fine

point can be found in the next section (B.0.3).

As mentioned in section 3.1, the dependence of these effective longitudinal fields on the strength of

the dipolar interactions makes them effectively random due to the spatial disorder of the magnetic ions.

A rough estimate is that this analysis is valid as long as corrections of first order to the unperturbed

states are small gLµB
√
ηBx � Ω0 (or roughly Bx � 2.5[T ]). However there are more constraints such as

that this analysis is of course not valid near level crossings.

As implicitly mentioned above and explicitly in section 2.1, this derivation assumes large magnetic

moments J > 1
2 . In real spin half systems the transverse field could couple the Ising states thereby resulting

in completely different physics.

B.0.3 2nd Order - Complete

We now address the two approximations performed in the above expansion, and present a precise derivation

of 2nd order expansion without any omissions. This would produce a limit to the validity of the effective

field interpretation. It will also induce corrections more significant than the 3rd order contribution to be

derived later.

The exact (unperturbed) energy difference between an M state and the relevant excited state should

include the contributions of the longitudinal HF and longitudinal dipolar interactions. This turns eq. B.0.9
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into:

δE(2) = 2gLµB
∑
k

(
4η
∑
i 6=k V

zx
ki

Ω0 + 2V zzki < Jzk >< Jzi > +AJ < Jzi >< Izi >
Bx
)
< Jzk > (B.0.12)

The contribution of the longitudinal dipolar interactions is small compared to Ω0 (6% for n.n.) and does not

change the qualitative picture at all (we already considered that each pair experiences a different effective

field).

The correction due to the longitudinal HF interaction on the other hand can change the qualitative

nature of the model. This is relevant either for high enough temperatures comparable to the HF splitting or

for dynamical (out of equilibrium) processes, where not only the ground states are populated and we have

to consider the splitting of both ground and excited states. In these cases the longitudinal HF interaction

leads to some states splitting up to around 30% more than others (each state has a different ”effective

field”). Thus attributing a unique effective field to the entire subspace of ’Global-Ising states’ (M̃) is only an

approximation. Restricting the subspace further (e.g. by considering only the 8 lowest levels) can improve

this approximation and its predictions. The original derivation [7] considered only the ground states in which

case the effective field model is exact (the contribution of the HF interaction was included in the expression

for Ω0).

Another correction regards neglected terms in the numerator. These terms are related to coupling of

the unperturbed states (m or l) to p states with an ion excited to high energy (single ion) electronic states

(higher than Γ2). These terms contribute in the same way as the more dominant terms only with a larger

denominator and a different coupling ηu = |< u|Jx|ms >|2 6= η (where u = 4, 5, ... are the electronic single

ion states numbered in ascending order of energy). Thus both the corrections discussed in this section can

easily be taken into account by substituting η
Ω0

for Θ = η
(E3−Em) +

17∑
u=4

ηu
Eu − Em

in eq. B.0.9. These added

terms turn out to be very significant and contribute a correction of 47% (not taking into account the HF

and dipolar corrections above). This significant correction is a feature of the LiHoxY1-xF4 realization and

did not appear in the original derivation which considered a general anisotropic dipolar magnet model where

the transverse field could only couple to an excited electronic state of ∆Jz = 1 (see section 2.1)

B.0.4 3rd Order

Similarly to eq. B.0.4, the equations for the 3rd and 4th order energy corrections can each be divided into

three segments, where only the second one (see eq. B.0.13) contributes to the removal of degeneracy.

W3,4 = I± 1

2

√
(II)2 + III (B.0.13)
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This is because the first part equally shifts the energy of both m and l states, and the third part requires a

coupling between the m and l states which only happens at much higher orders. The third order contribution

to the energy splitting is therefore:

II = δE(3) =
∑
q,p∈P

< m|H ′|q >< q|H ′|p >< p|H ′|m >

(Em − Eq)(Em − Ep)
−
∑
r,s∈P

< l|H ′|r >< r|H ′|s >< s|H ′|l >
(Em − Er)(Em − Es)

(B.0.14)

where we already considered that only states within the subspace P can contribute at this order of pertur-

bation (the original summation is over n /∈M) as discussed in section 3.1.

As in the 2nd order expansion, the only terms in this expression that do not zero out trivially, are those

that have only an even number of Jxi operators (for any i), and an even (including zero) number of nuclear

ladder operator I±i . Also, terms without an odd number of Jzk operators cancel each other out (identical

terms in the right and left segments of the final expression).

Considering the surviving terms only in the left segment (< m|....|m >) of the above expression for

brevity, the corresponding numerators have the form:

N1 =
∑
q

∑
p

< m|2
∑
k 6=j

V zxkj J
z
kJ

x
j |q >< q|2

∑
j 6=i

V xxji J
x
j J

x
i |p >< p|(−gLµBBx

∑
i

Jxi )|m > (B.0.15)

N2 =
∑
q

∑
p

< m|(−gLµBBxJxk )|q >< q|2
∑
k 6=j

V xxkj J
x
k J

x
j |p >< p| 2

∑
j 6=i

∑
i

V zxij J
z
i J

x
j |m > (B.0.16)

with minimal denominators (Em − Eq)(Em − Ep) = Ω2
0 (see clarification below.)

or numerators:

N3 =
∑
q

∑
p

< m|2
∑
k 6=j

V zxkj J
z
kJ

x
j |q >< q|2(−gLµBBxJxi )|p >< p|

∑
j 6=i

∑
i

V xxij J
x
i J

x
j |m > (B.0.17)

N4 =
∑
q

∑
p

< m|(−gLµBBxJxi )|q >< q|4
∑
k 6=i,j

V zxkj J
z
kJ

x
j |p >< p|

∑
j 6=i

∑
i

V xxij J
x
i J

x
j |m > (B.0.18)

N5 =
∑
q

∑
p

< m|2V xxij Jxi Jxj |q >< q|2
∑
k 6=i,j

∑
j 6=i

V zxkj J
z
kJ

x
j |p >< p|(−gLµBBx

∑
i

Jxi )|m > (B.0.19)

with minimal denominators (Em − Eq)(Em − Ep) = 2Ω2
0 (see clarification below).

As all these terms are linear in Bx and in Jzk we can expect the entire energy correction to have

the same qualitative properties (an ion dependent effective longitudinal field linear in Bx). A thorough

quantitative analysis follows for the purpose of comparison with numerical results.

As an approximation we can neglect states q and p with ions excited higher than the (single ion) Γ2

level. These give smaller terms because of larger denominators

(Em − Eq)(Em − Ep) ≥ 3(Ω0)2. Importantly, these smaller terms are qualitatively the same as the larger

which further justifies their omission.

74



We now direct our attention to N4,5, noting the absence of terms with

< q|
∑
k 6=j V

zx
kj J

z
k=iJ

x
j |p >< p|...Jxi |m > since (in the single ion picture) < Γ2|Jz|Γ2 >= 0. This produces a

significant difference between these terms and those with N1,2,3 allowing us to neglect the former. In N4,5,

the two dipolar interaction operators (V zxkj and V xxij ) are between some ion j and two other ions (i 6= k),

while in the N1,2,3 this constraint is missing. For the purpose of comparison with the numerical analysis,

the N4,5 terms are trivially omitted since the model used in the numerics simulates strong Ho dilution by

assuming that for each ion, only the nearest other ion has any effect (it’s a two ions model).

For completeness we explain why these terms can be neglected using more general arguments. For

strong Ho dilution (x� 1), we can say that the chance of an ion having two other nearest ions at similar

distances is very low or in other words that for most ions the next ion after the nearest is significantly

farther than the nearest. This makes the N4,5 terms generally much smaller than the N1,2,3 terms which

have components proportional to the dipolar interactions (V zxkj and V xxij ) between the same pair (i = k).

This is especially true for ion pairs only slightly separated, i.e. for each ion k with another close enough ion j

(say k and j are at most 4th nearest lattice neighbors), the chance of j having another different neighboring

ion i at a similar or shorter distance is small. This is indeed the situation of interest for us, since these

close-by ions shall exhibit the strongest effective fields which are the easiest to measure in experiment.

The same arguments above for the omission of N4,5 lead to omission of any terms in N1,2,3 with

dipolar interactions between different pairs, so that we can change
∑
k 6=j

∑
j 6=i
∑
i V

zx
kj V

xx
ij in these terms

to
∑
k Ṽ

zx
kj Ṽ

xx
kj where j is now ion nearest to k. In the original derivation a slightly more sophisticated

approximation was used that considered more ions beside the nearest. However since this approximation

only lead to a multiplication of the result by a constant c very close to unity, we disregard it here. Moreover

for the purposes of comparison with our numerical results, the derivation is exact in this respect.

We continue the derivation explicitly only for the N1 terms for brevity as the process is identical

for the other terms. We now invoke the completeness relation (twice) to add |m >< m| both after Jzk and

between Jxj J
x
i (other terms in

∑
n∈Λ |n >< n| = I fall off). We can also omit the summation over p and q,

noting that the only contribution comes from p and q states in which the ions excited to Γ2 match the ions

affected by the Jxj,k operators.

N1 =< m|2
∑
k

Ṽ zxkj J
z
k |m >< m|Jxj |q >< q|2Ṽ xxjk Jxj |m >< m|Jxk |p >< p|(−gLµBBxJxk )|m > (B.0.20)

This can now be formulated with single ion states of the relevant ions:

N1 = −4gLµBB
x
∑
k

Ṽ zxkj Ṽ
xx
kj < ms|Jzk |ms >< ms|Jx|Γ2 >< Γ2|Jx|ms >< ms|Jx|Γ2 >< Γ2|Jx|ms >
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(B.0.21)

where ms is the single ion state (e.g. | ↑ −Iz >) as dictated for each ion by the global state m.

As in section 3.1, we find η = |< Γ2|Jx|ms >|2 = 5.62 numerically using the code in appendix G.1.

N1 = N2 = N3 = −4gLµBη
2Bx

∑
k

Ṽ zxkj Ṽ
xx
kj < ms|Jzk |ms > (B.0.22)

The energy splitting is thus:

δE(3) = 2

(
N1

Ω2
0

+
N2

Ω2
0

+
N3

2Ω2
0

)
= 2 · 5

2
·

4gLµBη
2Bx

∑
k Ṽ

zx
kj Ṽ

xx
kj < ms|Jzk |ms >

Ω2
0

= 2gLµB
∑
k

(
10η2

Ω2
0

Ṽ zxkj Ṽ
xx
kj B

x

)
< Jzk >

(B.0.23)

where we considered that the contributions of the m and l states is identical up to a minus sign.

The combined contribution of 2nd and 3rd order perturbation corrections to the splitting is therefore:

δE(2) + δE(3) = 2gLµB
∑
k

Bzk,eff < Jzk > (B.0.24)

with the ion specific effective longitudinal field:

Bzk,eff =4Ṽ zxkj

(
η

Ω0
+

17∑
u=4

ηu
Eu − Em

)
Bx +

10η2Ṽ zxkj Ṽ
xx
kj

Ω2
0

Bx

=
4ηṼ zxkj

Ω0

(
1 + 0.47 +

1

4

10ηṼ xxkj
Ω0

)
Bx

(B.0.25)

where this includes the corrections of section B.0.3

B.0.5 Comparison to Numerics

For two ions at nearest lattice positions ~r = (a2 , 0,
c
4 ), expanding the states | ↑ −7

2 ↑ −
7
2 > and | ↓ 7

2 ↓
7
2 >

produces the splitting δEperturbative = 0.8135Bx[K] (see code in appendix G.2). This is to be compared with

the numerical result (see section 3.2) δEnumerical = 0.7993Bx + 0.0154(Bx)3[K] for 0.01 < Bx < 0.1[T ] (i.e.

well within the perturbative regime) and goodness of fit R2 = 1. A 4th order expansion would produce the

terms cubic in Bx

Another test to the validity of our numerical analysis is through the dependence of the energy split-

ting on the distance between the ions. To do this we consider the second order expansion (the third or-

der has a different dependence on distance) and look at ion pairs which are increasingly separated but
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otherwise identically oriented in space. An example of such pairs are ions at lattice sites separated by

~rk,j = m · ~rn.n. = m · (a2 , 0,
c
4 ) with integer m (In fact these are exactly the pairs used in the numerical anal-

ysis presented below with m = 1, 4, 5, 8, 9, 12, 13, 16, 17, 20). For such identically oriented pairs, the dipolar

interaction for each pair can be formulated with relation to the dipolar interaction of one of the pairs (e.g.

the n.n. pair):

Ṽ zxkj =
1

2
g2
Lµ

2
B

µ0

4π

−3zkjxkj
|rkj |5

=
1

2
g2
Lµ

2
B

µ0

4π

−3 |rkj | cos θ |rkj | sinθ cosφ

|rkj |5

=
const

|rkj |3
=

const

|rn.n.|3
· 1

m3

=Ṽ zxn.n. ·
1

m3

(B.0.26)

The energy splitting between states | ↑ −7
2 ↑ −

7
2 > and | ↓ 7

2 ↓
7
2 > for these pairs now reads:

δE(2)(Bx,m) =4gLµB < Jz > ·4Θ
Ṽ zxn.n.
m3

Bx

=
A

m3
Bx

(B.0.27)

with the constant A = 0.8169[KT ].

We numerically found these energy splittings at field values 0.01 < Bx < 0.1[T ] (again well within the

perturbative regime) and applied a linear fit to the results for each pair to extract the linear slope ( A
m3 ) in Bx

(all the fits proved to be highly linear with goodness of fit R2 = 1). Next we applied a power fit (y = A ·mb)

to these slopes to test whether the energy splitting indeed decays cubically with distance as expected. This

was indeed validated by the fit with A = 0.7995 and m = −2.999 and goodness of fit R2 = 1. The slight

difference in the linear coefficient in Bx (A = 0.7995) with respect to the numerical result mentioned in the

first paragraph of this section (A = 0.7993) is because different polynomial fits were used to retrieve the

linear slopes (here a 1st order polynomial and before a 3rd order polynomial was used).

77



Figure B.4: Power fit to the slopes (with Bx) of the energy splittings of pairs separated by

~rk,j = m · ~rn.n. = m · (a2 , 0,
c
4) with m = 1, 4, 5, 8, 9, 12, 13, 16, 17, 20

Figure B.5: Log-log plot of the power fit to the slopes (with Bx) of the energy splittings of pairs

separated by ~rk,j = m · ~rn.n. = m · (a2 , 0,
c
4) with m = 1, 4, 5, 8, 9, 12, 13, 16, 17, 20
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Appendix C

Iterative Diagonaliztion

The results presented in section 3.2 and appendix D (e.g. fig. 3.1) were obtained using the Arnoldi method

for solving eigenvalue problems for large sparse matrices. The Arnoldi method is a generalization of the

Lanczos method (to non-symmetric matrices) and is an iterative diagonalization method. That is, through

repeated iterations this method finds a few, say k, largest (or lowest) eigenvalues of a matrix. It also finds the

appropriate eigenstates. The Arnoldi method is provided as an integral part of Matlab within the ARPACK

package.

There are two main advantages to iterative methods. First and foremost, these methods allow us to

store only the non-zero elements of a (n x n) matrix A, thereby reducing storage requirements. The original

matrix A thus only requires storage proportional to Nz(A) (where Nz(A) is the number of non-zero elements

in the matrix A) with Nz(A) � n2 for large sparse matrices. The storage required for the process itself

and afterwards to store the eigenvalues and eigenstates is of the order of O(n · k) +O(k2) [33]. In our case

(n = 18496, k = 576) this corresponds to only around (18496 X 576 X 16 Bytes ') 170 MB instead of (18496

X 18496 X 16 Bytes ') 5.5 GB. Furthermore an iterative method can produce results considerably faster.

While a standard diagonalization process requires a number of basic operations on the order of O(n3), an

estimation of the complexity of the Arnoldi method is O(Nz(A)) +O(n · k) operations [34].

A thorough overview of the Arnoldi and Lanczos methods is too lengthy for this thesis and can be

found elsewhere (e.g. [34, 35]). Instead we briefly discuss the power method which is the archetypal iterative

method and underlies most other iterative methods including the Arnoldi method.

The power method can be used to find the largest magnitude eigenvalue λ1 of a matrix A. We assume

this largest eigenvalue to be non-degenerate (|λ1| > |λi| for any i 6= 1). An initial vector b0 is randomly
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chosen. In the basis of the (yet unknown) eigenstates vi (Avi = λivi) this vector can be formulated as:

b0 = c1v1 + c2v2 + ...+ cnvn (C.0.1)

with the further assumption of c1 6= 0.

We now iteratively multiply the initial vector b0 by the matrix A (say p times):

bp = A ·A · ... ·A · b0 = Apb0

= c1A
pv1 + c2A

pv2 + ...+ cnA
pvn

= c1λ
p
1v1 + c2λ

p
2v2 + ...+ cnλ

p
nvn

= c1λ
p
1[v1 +

c2
c1

(
λ2

λ1

)p
v2 + ...+

cn
c1

(
λn
λ1

)p
vn]

(C.0.2)

until convergence is achieved (i.e. until
(
λi6=1

λ1

)p
� 1 for any i) at which point to a good approximation:

bp ' c1λp1v1 (C.0.3)

Thus the power method produces a vector which approaches a multiple of the eigenstate v1 with increasing

iterations. Some details necessary for practical algorithms (e.g. to prevent overflow / divergence) were

omitted in this review to make it short and clear. Further details can be found elsewhere (e.g. [36]).
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Appendix D

Further Numerical Results for Section

3.2

This appendix includes further numerical results obtained and used within this study, that did not appear in

the main text and are relevant directly to section 3.2 (these results were also used in the analysis of chapter

4). A few results appearing in section 3.2 are presented again for comparison.

The next four plots (figs. D.1 through D.4) present the energy levels for transverse fields between 0

and 2T for nearest neighbor (n.n.), 3rd n.n., and 4th n.n. pairs.

Figure D.1: Energy levels Vs. Bx for n.n. pairs at relative positions ~r = (±1
2a, 0,

1
4c) (’first’

orientation)
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Figure D.2: Energy levels Vs. Bx for 3rd n.n. pairs at relative positions ~r = (±a,±1
2a,−

1
4c)

(’first’ orientation).

Figure D.3: Energy levels Vs. Bx for 3rd n.n. pairs at relative positions ~r = (±1
2a,±a,

1
4c)

(’second’ orientation).
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Figure D.4: Energy levels Vs. Bx for 4th n.n. pairs at relative positions ~r = (±1
2a,±

1
2a,±

1
2c)

Explanatory notes:

• Only the first 32 levels are shown for clarity.

• The color scheme is determined according to the degeneracies at zero field. Each diabatic state should

retain its color as Bx changes.

• All energies are relative to the mean between the states starting (at zero field) as | ↑ −7
2 ↑ −

7
2 > and

| ↓ 7
2 ↓

7
2 > (i.e. relative to the mean between blue lines).

• 2nd n.n. pairs ,e.g. ~r = (a, 0, 0), are not presented as they do not show removal of degeneracy as

indeed predicted by perturbation theory (no ODD terms at all).

• For the same reason, n.n. pairs of the ’second’ orientation ~r = (0,±a2 ,−
c
4 ) (see appendix A.1) are not

presented (no V xz terms leading to zero splitting for an applied field along the x axis).

• The 3rd n.n. pairs of the ’second’ possible orientation ~r = (± 1
2a,±a,

1
4c) (see appendix A.1), are given

here for completeness. As shown below, these pairs produce only a weak effective field compared to

the ’first’ orientation for 3rd n.n. pairs and to any of the other pairs presented here.
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Plots of the energy difference between the | ↑ −7
2 ↑ −

7
2 > and | ↓ 7

2 ↓
7
2 > states:

Figure D.5: Energy difference between the | ↑ −7
2 ↑ −

7
2 > and | ↓ 7

2 ↓
7
2 > for n.n. pairs at relative

positions ~r = (±1
2a, 0,

1
4c) (’first’ orientation)

Figure D.6: Energy difference between the | ↑ −7
2 ↑ −

7
2 > and | ↓ 7

2 ↓
7
2 > for 3rd n.n. pairs at

relative positions ~r = (±a,±1
2a,−

1
4c) (’first’ orientation:)
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Figure D.7: Energy difference between the | ↑ −7
2 ↑ −

7
2 > and | ↓ 7

2 ↓
7
2 > for 3rd n.n. pairs at

relative positions ~r = (±1
2a,±a,

1
4c) (’second’ orientation:)

Figure D.8: Energy difference between the | ↑ −7
2 ↑ −

7
2 > and | ↓ 7

2 ↓
7
2 > for 4th n.n. pairs at

relative positions ~r = (±1
2a,±

1
2a,±

1
2c)
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Effective longitudinal fields:

Figure D.9: Effective longitudinal field Vs. Bx for n.n. pairs at relative positions ~r = (±1
2a, 0,

1
4c)

(’first’ orientation:)

Figure D.10: Effective longitudinal field Vs. Bx for 3rd n.n. pairs at relative positions by

~r = (±a,±1
2a,−

1
4c) (’first’ orientation:). The transverse field range is shorter here compared to

the other plots since at higher fields there are sharp jumps that require scaling up the vertical axis

too much
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Figure D.11: Effective longitudinal field Vs. Bx for 3rd n.n. pairs at relative positions

~r = (±1
2a,±a,

1
4c) (’second’ orientation:)

Figure D.12: Effective longitudinal field Vs. Bx for 4th n.n. pairs at relative positions

~r = (±1
2a,±

1
2a,±

1
2c)
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Appendix E

Further Plots for Chapter 4

This appendix includes further figures, that did not appear in the main text and are relevant to chapter 4.

We remind the reader that, much like in chapter 4, all the plots in this chapter are approximated using the

linear fits to the energy differences and effective fields found in section 3.2 (and appendix D).
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E.1 A Second Example for Section 4.1

Figure E.1: Predicted positions of shifted susceptibility χzz peaks for Bx = 0.464[T ]. Blue lines

illustrate the original peaks for perspective. Green squares mark valley minima. Blue dots represent

shifted peaks positions. The shifted peaks which are expected to be clearly visible in experiment are

noted. All other shifted peaks (dots) in this plot are expected to simply widen the unshifted peaks

Figure E.1 represents another example of optimal visibility for shifted susceptibility χzz peaks forBx = 0.464[T ].

This example features the shifted peaks of 3rd and 4th n.n. pairs. This figure was made using the code in

appendix G.5. The blue lines representing the original peaks are illustrations drawn for perspective only and

should not be taken as a prediction for the size and functional form of the real peaks.

E.2 Refined Plots for Section 4.2

In section 4.2 we presented surface plots of Magnetization and Susceptibility as a function of both Bx and

Bz but we did not take into account the dependency of Jz (for the ground states) on Bx (or on Bz). This
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dependency was explicitly shown in section 3.2 (fig. 3.3). Of course the Jz value affects the magnetization,

and even in the 0 < |Bx| < 1 T range this could lead to as much as a 10% discrepancy.

Though it would not be feasible to find Jz(Bx) for the ground states of every pair, a first approximation

is to use the Jz(Bx) values of the single ion picture, since the ions in most pairs are far apart (and therefore

behave much like single ions). As the Jz(Bx) line shape does not vary much for the different pairs (atleast in

the regime 0 < |Bx| < 1 T , see figure E.2), this should be a good approximation even for nearer neighbors.

To calculate the Jz(Bx) values for a single ion correctly a small longitudinal field Bz = 0.001[T ] is taken

into account. This is in order to avoid the unphysical situation of an ion in a crystal experiencing zero

(longitudinal) field, as obviously there will always be at least some small field due to the ions around it. The

absence of a longitudinal field would have led to the unphysical outcome of the ion being in a completely

symmetric/antisymmetric state | ↑> ±| ↓> with Jz(Bx) = 0. The value Bz = 0.001[T ] is the typical field

magnitude experienced by a Ho ion due to all other Ho ions in the crystal. Figure E.2 shows the Jz(Bx)

values for a single ion and for a few pairs for comparison.

(a) single ion (b) 1st n.n. (c) 4th n.n.

(d) 3rd n.n.

’first’ orientation

(e) 3rd n.n.

’second’ orientation

Figure E.2: Jz(Bx) expectancy value for several pairs and for a single ion. The parts of the

plots which correspond to Bx > 1.2[T ] are shaded noting that this is outside the range where our

predictions are valid.
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The dependency of Jz on Bz only becomes significant at high transverse fields of around 1T . Figure

E.3 shows the Jz(Bz) dependency for several Bx values.

Figure E.3: Jz(Bz) expectancy value of a single ion for several Bx values

Within the −0.06 < Bz < 0.06T range, and for the Bx values 0.6T , 0.8T , 1T and 1.2T , the Jz(Bz)

changes by 0.5%, 2%, 4% and 8% appropriately. We therefore conclude that this effect can be neglected as

long as Bx < 0.8 (as in the suggested experiment in section 4.2.1).
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Figures E.4 through E.6 show the magnetization and Susceptibility (χzz = ∂Mz(Bx,Bz)
∂Bz ) using the

Jz(Bx, Bz) values found for a single ion.

(a)

(b)

Figure E.4: Predicted Magnetization taking into account Jz(Bx, Bz) values found for a single ion.

a) −0.06 < Bz < 0.06T ; −1.2 < Bx < 1.2T .

b) 0.005 < Bz < 0.06T ; 0 < Bx < 1T . (zoom in)

T = 10[mK], x = 0.005 (broadening is not taken into account here).
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(a)

(b)

Figure E.5: Predicted Susceptibility to Bz (∂M
z(Bx,Bz)
∂Bz ) taking into account Jz(Bx, Bz) values

found for a single ion.

a) −0.06 < Bz < 0.06T ; −1.2 < Bx < 1.2T .

b) 0.004 < Bz < 0.06T ; 0 < Bx < 1.2T . (zoom in)

T = 10[mK], x = 0.005 (broadening is not taken into account here).
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Figure E.6: Projection of the susceptibility (χzz) on the BxBz plane for applied fields

−0.06 < Bz < 0.06T ; −1.2 < Bx < 1.2T taking into account Jz(Bx, Bz) values found for a single

ion. The area of the big susceptibility peak at zero longitudinal field (−0.004 < Bz < 0.004T ) was

cut off for better visibility of areas outside the big peak.

T = 10[mK], x = 0.005 (broadening is not taken into account here).
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Appendix F

Landau-Zener Transition Profile

The transition profile, meaning the amount of ions tunnelling at resonances and the functional form of the

peaks in susceptibility (both unshifted and shifted peaks) can be derived for zero temperature using the

Landau-Zener approximation [37] [38]. The actual experimental results can be very different (as discussed

in section 2.5.2) due (for example) to thermal excitation to levels where the energy gap of the crossing is

larger. The relative contribution of this thermally assisted tunnelling compared to pure quantum mechanical

tunnelling depends on the applied transverse field and the sweep rate as discussed below (as well as the

temperature of course).

The assumptions required to make the Landau-Zener approximation are that the energies of the

diabatic states change linearly and that the coupling between them is constant throughout the avoided level

crossing. Of course if the crossing region is small enough, these assumptions can be said to hold in any

case as a first approximation. In our specific case, the diabatic states as a function of applied longitudinal

fields are highly linear as shown in section 3.2. As the crossing regions are small compared to the distance

between crossings, the coupling can be taken as constant. This is true even though the resonances of interest

involve states which are almost degenerate giving crossings which can be quite close to each other in Bz

(of order 50µT see fig. F.1b). In the following analysis we consider the simplified case where coupling

to the environment is very weak (zero temperature) and can be neglected. In general the coupling to

the environment can change the transition profile and overall transition probability due to dephasing and

dissipation effects (cf. [39] [40] [41]).

For each crossing, the reduced Schrdinger equation describing the subspace of the two crossing states
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is:

i}
d

dt

 C1

C2

 =

 −}∆ }Ω

}Ω }∆

 C1

C2

 (F.0.1)

where ±}∆ are the energy values of the diabatic states with zero energy chosen at the intersection of the

diabatic states, and }Ω the (constant) coupling between the diabatic states.

In terms of the known system parameters:

Ω =
δE

2}
(F.0.2)

where δE is the gap between the energy levels at the crossing and:

∆ =
|α|t
2}

(F.0.3)

with |αsf\co| = csf\co · 2νµBgL| < Jz > | being the rate of change of the energy difference between the dia-

batic states. csf\co is an artificially added parameter taking into account the difference between ”single-flip”

crossings (csf = 1) and co-tunnelling (cco = 2). In the single spin picture only αsf is used.

The overall transition probability to stay in the same diabatic state is given by the well-known result

[38]:

PD = e−π
δE2

2}|α| (F.0.4)

Making the probability for a magnetic moment flip:

PF = 1− e−π
δE2

2}|α| (F.0.5)

δE (through the coupling Ω = δE
2} between the diabatic states involved) depends exponentially on Bx as was

shown by Schechter and Stamp [17] (see fig. 4 there).

In order to predict the functional form of the susceptibility peaks, the Schrdinger equations were

solved numerically (see Numerical Routine in appendix F) following the work of Vitanov [42].

The energy gaps ∆E for the different crossings were found using the exact diagonalization of the

Hamiltonian in applied constant transverse and varying longitudinal fields (see Numerical Routine in ap-

pendix G.6).

The results of this analysis predict the behaviour of a single pair of ions initially populating a specific

level (two ion picture). To extrapolate for the entire crystal we need to know for each sweep of applied

longitudinal field, the initial population of all the states. This is feasible only when the crystal is allowed

thermal relaxation between sweeps, so that only the ground state is significantly populated i.e. the process
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starts from thermal equilibrium. For that reason we assume initial thermal equilibrium in the following

analysis.

We offer as an example a prediction for the behaviour of a single n.n. pair near the n = 1
2 crossing in

energy levels (as a function of Bz) for a transverse field Bx = 1[T ]. Figure F.1 shows the crossing in energy

levels for the n = 1
2 resonance.

(a)

(b)

Figure F.1: n = 1
2 crossing in energy levels for the n.n. pairs Vs. Bz. T = 0. Bx = 1[T ].

a) a wider perspective b) zoom in on the area noted by a dashed rectangle in (a)

From the zoom in (F.1b) we can see that the n = 1
2 crossing is in fact two slightly separate crossings
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of different energy levels (which would be degenerate for zero longitudinal and transverse fields). In the

following analysis we shall treat the ’second’ crossing at a more positive Bz value of the two.

Figure F.2 shows the probability that the pair would flip. The magnetization contribution of this pair

to the co-tunnelling resonance is of course proportional to this probability.

Figure F.2: Probability of a flip by a single n.n. pair for the n = 1
2 crossing. T = 0. Bx = 1[T ]

For an ensemble of such pairs we have to take into account broadening due to effective fields generated

by the surrounding Ho ions and HF interaction with the Fluorine ions. Such a broadening of 0.5mT was

applied in figure F.3.

Figure F.3: Probability of a flip of a n.n. pair in an ensemble for the n = 1
2 crossing with a

broadening of 500µT . T = 0. Bx = 1[T ]

It turns out that the broadening dictates the functional form of the crossing, since it is much greater
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than the width of the single pair crossing (∼ 1µT ). The Landau-Zener approximation then is only used to

find the overall transition probability.

The derivative of the broadened probability plot gives (up to a multiplicative factor) the line shape of

the susceptibility (χzz).

Figure F.4: Susceptibility (up to a multiplicative constant) Vs. Bz for an ensemble of n.n. pairs

at the n = 1
2 crossing with a broadening of 500µT . T = 0. Bx = 1[T ]
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Appendix G

Numerical Routines

G.1 Finding the 17 Crystal Field States

The following code designated Crystal Field.m finds the 17 eigenstates of the Crystal Field Hamiltonian (i.e.

the electronic single ion states).

Standard Matlab diagonalization process (not iterative) is applied. The operator equivalents Oln are

initially given in a basis ordered according to increasing Jz values. Before digaonalization of the Crystal Field

Hamiltonian, the basis states are reordered to get a block diagonal matrix for this Hamiltonian. This is done

in order for Matlab to give eigenstates each within the manifold of only one of the irreducible representation

Γ1,2,3,4 (some of the eigenstates are degenerate so that any linear combination of them is also an eigenstate).

The code also finds the Jz expectancy values for the different eigenstates and produces the Jx and

Jy matrices so that one can check that these matrices have no non-zero components in the subspace of the

ground state doublet.

%% % Def in ing Basic Parameters

%−−− Se t t i ng up the ba s i c matr i ce s o f the problem : J ˆ2 , Jz , Jx , Jy , J+ J− −−−

%Set t ing J value
J=8;

%Def in ing Jˆ2 ( c a l l e d J2 ) as the i d e n t i t y matrix t imes J ( J+1)
J2=J∗( J+1)∗ eye ( (2∗ J +1)) ;

%Def in ing a vec to r conta in ing the d iagona l e lements o f j z
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VECjz=(−J : J ) ;
j z=diag (VECjz ) ;

%This loop b u i l d s the vec to r o f the non−zero va lue s o f j p l u s ( and jminus ) which
%are found on the secondary d iagona l below ( above ) the main one .

VECjplusminus=ze ro s (1 , (2∗ J+1)−1);
f o r t=−J : J−1

VECjplusminus ( t+J+1)=s q r t ( J∗( J+1)−t ∗( t +1)) ;
end

j p l u s=diag ( VECjplusminus ,−1) ;
jminus=diag ( VECjplusminus , 1 ) ;

%−−− Se t t i ng up the Operator Equiva lents and the Crysta l F i e ld Parameters (CFP) −−−

O20=3∗ j z ˆ2−J2 ;
%Bui ld ing the O40 operator equ iva l en t from p r e v i o u s l y de f ined matr i ce s
O40=35∗ j z ˆ4−30∗J2∗ j z ˆ2+25∗ j z ˆ2−6∗J2+3∗(J2 ) ˆ 2 ;
%Bui ld ing the O44c operator equ iva l en t from p r e v i o u s l y de f ined matr i ce s
O44c=( j p l u s ˆ4+jminus ˆ4 )/2 ;
%Bui ld ing the O60 operator equ iva l en t from p r e v i o u s l y de f ined matr i ce s
O60=231∗ j z ˆ6−315∗J2∗ j z ˆ4+735∗ j z ˆ4+105∗(J2 )ˆ2∗ j z ˆ2−525∗J2∗ j z ˆ2+294∗ j z ˆ2−5∗(J2 )ˆ3 . . .

+40∗(J2)ˆ2−60∗J2 ;

%Bui ld ing the O64c operator equ iva l en t from p r e v i o u s l y de f ined matr i ce s

%The matr i ce s ( j p l u s ˆ4+jminus ˆ4) and (11∗ j z ˆ2−J2−38) are both
%hermit ian so that hermit ian con jugat ion o f t h e i r m u l t i p l i c a t i o n simply
%g i v e s a m u l t i p l i c a t i o n in the oppos i t e order (A∗B) ’=B’∗A’

O64c=( ( j p l u s ˆ4+jminus ˆ4) ∗ (11∗ j z ˆ2−J2−38∗eye (2∗J+1)) + . . .
( ( j p l u s ˆ4+jminus ˆ4) ∗ (11∗ j z ˆ2−J2−38∗eye (2∗J+1)) ) ’ ) / 4 ;

%Bui ld ing the O64s operator equ iva l en t from p r e v i o u s l y de f ined matr i ce s
O64s=( j p l u s ˆ4− jminus ˆ4) ∗ (11∗ j z ˆ2−J2−38∗eye (2∗J+1)) /(4∗1 i ) + . . .

( ( j p l u s ˆ4− jminus ˆ4) ∗ (11∗ j z ˆ2−J2−38∗eye (2∗J+1)) /(4∗1 i ) ) ’ ;

%Ass ign ing the va lue s f o r the Crysta l F i e ld Parameters from PRB 70 ,144411(2004)
%by Chakraborty et a l . − Theory o f the magnetic phase diagram of LiHoF4

B20=−0.696; %Kelvin
B40=4.06∗10ˆ(−3); %Kelvin
B60=4.64∗10ˆ(−6); %Kelvin
B44c =0.0418; %Kelvin
B64c =8.12∗10ˆ(−4); %Kelvin
B64s =1.137∗10ˆ(−4); %Kelvin
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Vc=B20∗O20+B40∗O40+B60∗O60+B44c∗O44c+B64c∗O64c+B64s∗O64s ;

%% %Changing Bas i s and f i n i d i n g e i g e n s t a t e s and e i g e n v a l u e s

%Here I change the numbering o f the s t a t e s so that I get a Block d iagona l
%matrix f o r Vc .

%BC g i v e s the new numbering compared to the o ld .
BC=[2 , 6 , 10 , 14 , 4 , 8 , 12 , 16 , 1 , 5 , 9 , 13 , 17 , 3 , 7 , 11 , 15 ] ;
%This changes the order o f the s t a t e s in the r e l e v a n t ope ra to r s accord ing to BC

Vc=Vc(BC,BC) ;
j z=j z (BC,BC) ;
j p l u s=j p l u s (BC,BC) ;
jminus=jminus (BC,BC) ;

%Finding the e i g e n s t a t e s and e i g e n v a l u e s
[ EVc , ES]= e i g (Vc ) ;

%Finding the expectancy value o f Jz f o r the d i f f e r e n t e i g e n s t a t e s
Jz=EVc\ j z ∗EVc ;

Jz expectancy=diag ( Jz ) ;

%Bui ld ing the jx matrix from the j minus and j p l u s matr i ce s
jx=( j p l u s+jminus ) / 2 ;
%Bui ld ing the jy matrix from the j minus and j p l u s matr i ce s
jy=( jp lu s−jminus )/(2 i ) ;
%Changing b a s i s to check that Jx and Jy have no non−zero components in the

%subspace o f the ground s t a t e doublet
Jx=EVc\ jx ∗EVc ;
Jy=EVc\ jy ∗EVc ;
%Finding eta=|<Gamma2 | Jx | up>|ˆ2=|<Gamma2 | Jx | down>|ˆ2 f o r use in pe r turbat i on

%theory r e s u l t o f e f f e c t i v e l o n g i t u d i n a l f i e l d :
eta=Jx (2 ,3 )∗ Jx ( 3 , 2 ) ;

G.2 Including HF Structure (Extending to Electro-Nuclear

States)

The following code designated Inclusion of HF.m is a direct continuation of the code in appendix

G.1 and extends the Hilbert space of the eigenstates produced in that code to include the HF

structure.

Standard Matlab diagonalization process (not iterative) is applied to find the new eigenstates.

The code also calculates the corrections to 2nd order perturbation theory stemming from
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coupling to excited electronic levels higher than Γ2, from the HF structure and from the dipolar

interaction.

%% % −−− Def in ing Basic HF Operators −−−
I =7/2;
VECiz=(−I : I ) ;
I z=diag (VECiz ) ;

VECiplusminus=ze ro s (1 , (2∗ I +1)−1);
f o r t=−I : I−1

VECiplusminus ( t+I+1)=s q r t ( I ∗( I+1)−t ∗( t +1)) ;
end

I p l u s=diag ( VECiplusminus ,−1) ;
Iminus=diag ( VECiplusminus , 1 ) ;

AJ=0.039; %Kelvin

%% % −−− Inco rpo ra t ing HF −−−

%This j o i n s the e l e c t r o n and nuc l ea r angular momentum spaces us ing outer product
j z=kron ( jz , eye (2∗ I +1)) ;
I z=kron ( eye (2∗J+1) , I z ) ;
j p l u s=kron ( jp lu s , eye (2∗ I +1)) ;
jminus=kron ( jminus , eye (2∗ I +1)) ;
I p l u s=kron ( eye (2∗J+1) , I p l u s ) ;
Iminus=kron ( eye (2∗J+1) , Iminus ) ;
Vc=kron (Vc , eye (2∗ I +1)) ;
%EVc i s used to change b a s i s to that o f the e i g e n s t a t e s o f the Crysta l F i e ld
EVc=kron (EVc , eye (2∗ I +1)) ;

%Bui ld ing the jx matrix from the j minus and j p l u s matr i ce s
jx=( j p l u s+jminus ) / 2 ;
%Bui ld ing the jy matrix from the j minus and j p l u s matr i ce s
jy=( jp lu s−jminus )/(2 i ) ;

HF=AJ∗ ( ( j p l u s ∗ Iminus+jminus∗ I p l u s )/2+ j z ∗ I z ) ;

%% %−−− Ca lcu la t ing c o r r e c t i o n s to the energy d i f f e r e n c e found in 2nd order −−−
%−−− per turbat i on theory ( c o r r e c t i o n s are s t i l l in 2nd order ) −−−

%changing b a s i s ( only f o r t h i s s e c t i o n o f the code )
Jz=EVc\ j z ∗EVc ;
Jx=EVc\ jx ∗EVc ;
Jy=EVc\ jy ∗EVc ;

%the f i l e ” p o s i t i o n s o f n e i g h b o r s s o r t e d b y d i s t a n c e . mat” s t o r e s va r i ous parameters
%r e l e v a n t to the d i f f e r e n t p a i r s with i on s at var i ous r e l a t i v e p o s i t i o n s .
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load p o s i t i o n s o f n e i g h b o r s s o r t e d b y d i s t a n c e p o s i t i o n

%the neighbor in ques t i on ( the f i r s t 4 e n t r i e s are n . n . p a i r s the next 4 e n t r i e s
%are 2nd n . n . p a i r s and so on . s e e t a b l e in f i r s t appendix o f t h e s i s as an
%example )

ne ighbor =1;

%p o s i t i o n ( neighbor , 1 0 ) g i v e s 2 t imes the s t r ength o f the zz d i p o l a r i n t e r a c t i o n
%at Bx=0. The d i f f e r e n c e in energy due to the zz d i p o l a r term between and upup
%s t a t e and a Gamma2up s t a t e should be h a l f that .

Energy d ipo la r=p o s i t i o n ( neighbor , 1 0 ) ;

Energy=diag (EVc\Vc∗EVc)+diag (HF) ;
%changing the energy l e v e l s accord ing to the Hf s t r u c t u r e . here we cons id e r only

%the c o n t r i b u t i o n o f d iagona l part o f the HF i n t e r a c t i o n (AJ∗ j z ∗ I z )

% −−− Finding Theta=eta /Omega 0+eta 4 /(3Omega 0 ) + . . . −−−
%eta=|<Gamma2 | Jx | up>|ˆ2
%eta u=|<u | Jx | up>|ˆ2=|<u | Jx | down>|ˆ2 (u being an e x c i t e d l e v e l )
Theta=0;
f o r t =3:17

Theta=Theta+Jx ((1−1)∗8+2 ,( t−1)∗8+2)∗Jx ( ( t −1)∗8+2 ,(1−1)∗8+2)/.. .
( Energy ( ( t−1)∗8+2)− ( Energy((1−1)∗8+2)+ Energy d ipo la r / 2 ) ) ;

%The energy o f the up and down s t a t e s should be changed by ” Energy d ipo la r /2”
%s i n c e in f a c t i t r e p r e s e n t s the energy o f upup and downdown s t a t e s , whereas
%the energy o f the e x c i t e d s t a t e s r e p r e s e n t s the energy o f s t a t e s such as
%Gamma2up which lack the l o n g i t u d i n a l d i p o l a r c o n t r i b u t i o n to the energy .

end

%” p o s i t i o n ( neighbor , 12 ) ” g ive the c o e f f i c i e n t Vzx o f the d i p o l a r i n t e r a c t i o n .
s l o p e B z e f f 2 n d o r d e r=p o s i t i o n ( neighbor , 12 )∗4∗ abs ( Theta ) ;

%” p o s i t i o n ( neighbor , 13 ) ” g ive the c o e f f i c i e n t Vxx o f the d i p o l a r i n t e r a c t i o n .
s l o p e B z e f f 3 r d o r d e r n u m e r a t o r =5.62ˆ2∗10∗ p o s i t i o n ( neighbor , 1 2 ) ∗ . . .

p o s i t i o n ( neighbor , 1 3 ) ;

%I used Omega 0=10 as the energy d i f f e r e n c e without tak ing in to account l o n g i t u d i n a l
%d i p o l a r and l o n g i t u d i n a l HF i n t e r a c t i o n s as a f i r s t approximation f o r the 3 rd
%order terms

s l o p e B z e f f 3 r d o r d e r=s l o p e B z e f f 3 r d o r d e r n u m e r a t o r / (1 0 )ˆ2 ;

s l o p e B z e f f b o t h o r d e r s=s l o p e B z e f f 2 n d o r d e r+s l o p e B z e f f 3 r d o r d e r ;
s l o p e e n e r g y s p l i t b o t h o r d e r s=s l o p e B z e f f b o t h o r d e r s ∗4∗ ( 5/4 )∗0 . 6717∗5 . 51 ;

%t h i s i s f o r when I want to f i n d 2nd order only
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s l o p e e n e r g y s p l i t 2 n d o r d e r=s l o p e B z e f f 2 n d o r d e r ∗4∗ ( 5/4 )∗0 . 6717∗5 . 51 ;
%t h i s i s f o r when I want to f i n d 3 rd order only
s l o p e e n e r g y s p l i t 3 r d o r d e r=s l o p e B z e f f 3 r d o r d e r ∗4∗ ( 5/4 )∗0 . 6717∗5 . 51 ;

%% −−− Diagona l i z a t i on −−−

H=Vc+HF;
[EV, ES]= e i g (H) ;
%n o t i c e that t h i s i s s t i l l in the o ld b a s i s . To change to the new b a s i s ( e i g e n s t a t e s

%o f the Crysta l F i e ld whose H i l b e r t space i s extended to inc lude the HF
%s t r u c t u r e ) the f o l l o w i n g commands have to be executed ”EV=EVc\EV” . a l s o Jx , Jy
%and Jz should be used in s t ead o f jx , jy j z .

G.3 The Full 2 Ions Model

The following code designated Sparse Diag for HPC.m is a direct continuation of the code in ap-
pendix G.2 and extends the Hilbert space of the eigenstates produced there to include two ions. It
also incorporates the dipolar interaction between the ions and a Zeeman term (both longitudinal
and transverse components)

Sparse Matrices are used to conserve memory and accordingly an iterative diagonalization
method is used to produce the eigenstates and eigenvalues (see appendix C for details).

In practice many versions of this code were run on the BGU High Performance Cluster (HPC)
each for a different Bx value (or a different Bz value). A master code calls this code to run each
time with the different parameters. For brevity the master code is not shown here and instead the
relevant parameters are manually defined.

%% %An example o f the parameters de f ined by the master code :

%Maximum and minimum t r a n s v e r s e f i e l d va lue s
Bx max=3; %Tesla
Bx min =0.01; %Tesla
%Transverse f i e l d s tep s i z e
s tep =0.01; %Tesla

%i n t e r v a l i s the amount o f Bx va lue s ( in s t ep s o f s i z e ’ step ’ ) used in each run o f
%t h i s code .

i n t e r v a l =2;

%The r e s u l t s in the t h e s i s correspond to zero l o n g i t u d i n a l f i e l d , but the code can
%take in to account non−zero f i e l d s as we l l .

Bz=0; %Tesla

%VECnum determines the number o f e i g e n s t a t e s and e i g e n v a l u e s that the i t e r a t i v e
%proce s s f i n d s . For most purposes i t i s s u f f i c i e n t to f i n d the 576
%[ ( 3 X 8) X (3 X 8 ) ] l owest e i g e n s t a t e s which correspond ( at zero f i e l d ) to
%each ion being in one o f the 3 lowest e l e c t r o n i c s t a t e s .
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VECnum=576;

%VECdim determines how many components w i l l be saved from each e i g e n s t a t e . When
%i n t e r e s t e d in l e v e l s which at low f i e l d s correspond to the 2 ( or 3) lowest
%e l e c t r o n i c l e v e l s and at low to moderate f i e l d s (0 to 2T) where these l e v e l s
%inco rpo ra t e very l i t t l e components o f the 3 rd ( or 4 th ) and above e l e c t r o n i c
%l e v e l s , i t i s enough to save the components cor re spond ing to the 4 th e l e c t r o n i c
%l e v e l s and below (1024 components = [ ( 4 X 8) X (4 X 8 ) ] )

VECdim=1024 ;

f i n d =1; %f i n d i s a parameter which t e l l s t h i s code which Bx va lue s to con s id e r out
%of the e n t i r e range de f ined in the master code . In t h i s example , f i n d=1 means
%that t h i s code uses the lowest 2 ( i n t e r v a l =2) Bx va lue s i . e . Bx=0.01 and
%Bx=0.02. The expr e s s i on f i n d=2 would take the next 2 va lue s and so on

%% %Def in ing Basic Parameters f o r d i p o l a r i n t e r a c t i o n and Zeeman e f f e c t

%Lande g f a c t o r ( U n i t l e s s )
gL=5/4;
%Bohr Magneton ( Kelve in / Tesla )
uB=0.6717;
%Vacuum Permeab i l i ty ( Tes la ∗meter/Ampere )
u0=4∗pi ∗10ˆ(−7);
%Boltzmann constant ( Joule / Kelvin )
Kb=1.3806504∗10ˆ(−23);

%% %Def in ing Re la t i v e P o s i t i o n s o f Ions

%Unit c e l l measurements :
a=5.175 ∗10ˆ(−10); %Meter
c =10.75 ∗10ˆ(−10); %Meter

%The r e l a t i v e p o s i t i o n vec to r between the two ion s :
r =[a/2 0 c / 4 ] ;

%% %Inco rpo ra t ing Dipo lar i n t e r a c t i o n s

%Switching to s to rage o f matr i ce s in spar s e format ( only non−zero e lements are saved )
%Al l matr i ce s in spar s e format are denoted by an ’ s ’ p r e f i x
s j x=spar s e ( jx ) ;
s j y=spar s e ( jy ) ;
s j z=spar s e ( j z ) ;

%Extending the H i l b e r t space to inc lude two ions us ing an outer product
s j x1=kron ( s jx , speye ( (2∗ J+1)∗(2∗ I +1)) ) ;
s j y1=kron ( s jy , speye ( (2∗ J+1)∗(2∗ I +1)) ) ;
s j z 1=kron ( s j z , speye ( (2∗ J+1)∗(2∗ I +1)) ) ;
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s j x2=kron ( speye ( (2∗ J+1)∗(2∗ I +1)) , s j x ) ;
s j y2=kron ( speye ( (2∗ J+1)∗(2∗ I +1)) , s j y ) ;
s j z 2=kron ( speye ( (2∗ J+1)∗(2∗ I +1)) , s j z ) ;

%Def in ing the dipoar i n t e r a c t i o n
U=gLˆ2∗uBˆ2∗u0∗Kb/(4∗ pi ) ;
Vint=(norm( r ))ˆ2∗ eye ( 3 ) ;
Vint=Vint−3∗( r ) ’∗ r ;
Vint=Vint∗U/(norm( r ) ) ˆ 5 ;

sHint= Vint (1 ,1 )∗ s j x1 ∗ s j x2 +Vint (1 , 2 )∗ s j x1 ∗ s j y2 +Vint (1 , 3 )∗ s j x1 ∗ s j z 2 ;
sHint=sHint+ Vint (2 , 1 )∗ s j y1 ∗ s j x2 +Vint (2 , 2 )∗ s j y1 ∗ s j y2 +Vint (2 ,3 )∗ s j y1 ∗ s j z 2 ;
sHint=sHint+ Vint (3 , 1 )∗ s j z 1 ∗ s j x2 +Vint (3 , 2 )∗ s j z 1 ∗ s j y2 +Vint (3 ,3 )∗ s j z 1 ∗ s j z 2 ;

%% %Expanding the b a s i s change matrix f o r two sp in s
sEVc=spar s e (EVc ) ;
sEVc1=kron (sEVc , speye ( (2∗ J+1)∗(2∗ I +1)) ) ;
sEVc2=kron ( speye ( (2∗ J+1)∗(2∗ I +1)) , sEVc ) ;

%% %A l l o c a t i n g memory to ar rays

%d e f i n i n g a 3D array that w i l l s t o r e s e v e r a l e i g e n s t a t e s matr i ce s f o r d i f f e r e n t Bx
%va lue s

fu l l EV=ze ro s (VECdim,VECnum, i n t e r v a l ) ;
%d e f i n i n g a 2D array that w i l l s t o r e s e v e r a l e i g e n s t a t e s v e c t o r s ( ! ! ! ) f o r d i f f e r e n t

%Bx va lue s
f u l l E S=ze ro s ( i n t e r v a l ,VECnum) ;

%Save ind keeps the i n d i c e s o f the components ( o f the e i g e n s t a t e s ) we wish to keep
f o r t =1: s q r t (VECdim ) ;

Save ind ( ( t−1)∗ s q r t (VECdim)+1: t ∗ s q r t (VECdim))=( t−1)∗136+1:( t−1)∗136+ s q r t (VECdim ) ;
end

%% %This i s the ac tua l d i a g o n a l i z a t i o n loop

%f o r the predetermined number o f Bx va lue s :
f o r f =1:1 : i n t e r v a l

%Bx=minimum + p r o p o r t i o n a l to which f i l e i s used + pr o p o r t i on a l to index
%with in f i l e

Bx=Bx min + ( f ind −1)∗ i n t e r v a l ∗ s tep + ( f −1)∗ s tep ;

Hziman=−gL∗uB∗(Bz∗ j z+Bx∗ jx ) ;
H=Vc+HF+Hziman ;

%swi tch ing to s to rage in spar s e format ( sHint i s a l r eady in spar s e format )
sH=spar s e (H) ;
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sH=kron (sH , speye ( (2∗ J+1)∗(2∗ I +1)))+ kron ( speye ( (2∗ J+1)∗(2∗ I +1)) , sH) +sHint ;

%’ e i g s ’ i s the i t e r a t i v e d i a g o n a l i z a t i o n command
%note that ’ e i g s ’ ( j u s t l i k e ’ e ig ’ ) r e tu rn s the e i g e n s t a t e s in a matrix , not a

%vecto r
[ sEV , sES]= e i g s ( sH ,VECnum) ;

%changing b a s i s to that o f the Crysta l F i e ld e i g e n s t a t e s ( extended to inc lude
%HF and two ions )

sEV=sEVc1\sEV ;
sEV=sEVc2\sEV ;

%keeping only the d e s i r e d e i g e n s t a t e s components
%also , p l a c ing the e i g e n s t a t e s matrix in the 3D array de f ined above
fu l l EV ( : , : , f )=sEV( Save ind , : ) ;
%s t o r i n g the e i g e n s t a t e s matrix ( which i s d iagona l in any case ) in vec to r form
%also , p l a c ing t h i s e i g e n s t a t e vec to r in the 2D array de f ined above
f u l l E S ( f , : ) = ( diag ( sES ) ) ’ ;

end

%Permuting the dimensions o f the 3D Eigen s ta t e s array to make i t compatible to the
%Eigenvalue array :

fu l l EV=permute ( ful l EV , [ 3 2 1 ] ) ;

%% Sort ing E igen s ta t e s

%The ’ e i g s ’ command i s supposed to return the e i g e n v a l u e s and e i g e n s t a t e s in order
%o f ascending e i g e n v a l u e s . This o rde r ing i s not always p e r f e c t when e i g e n s t a t e s
%are almost degenerate which i s why a separa te s o r t i n g i s needed

%This checks whether the e i g e n e n e r g i e s are g iven in the c o r r e c t order ( f o r each
%f i e l d value )

[ f u l l E S s o r t , i n d s o r t ]= s o r t ( ( f u l l E S ) ’ ) ;
i n d s o r t=ind so r t ’ ;

%This s o r t s the s t a t e s accord ing to ascending order o f the cor re spond ing e n e r g i e s
%( f o r each f i e l d va lue )

f u l l E S=f u l l E S s o r t ’ ;
f o r t =1: i n t e r v a l

fu l l EV ( t , : , : ) = fu l l EV ( t , i n d s o r t ( t , : ) , : ) ;
end

%% %For each such f i l e the in fo rmat ion i s saved to be l a t e r r e c a l l e d f o r a n a l y s i s
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G.4 Tracking Diabatic States Through Crossings

G.4.1 Review of Method

This appendix presents the method used for tracking diabatic states for increasing Bx and through
level crossings. By tracking a diabatic state we mean affiliating an eigenstate (for each Bx value)
which is the most similar to the diabatic state (for the same Bx value). Away from avoided
level crossings, the tracking is simple since the eigenstates and diabatic states are equivalent.
Near avoided level crossings the process becomes problematic since there the diabatic states are
necessarily a mix of eigenstates.

The main idea behind the tracking method relies on comparing the eigenstates for each Bx

values to a reference eigenstate using a dot product.
The code used for tracking is by no means perfect and in fact fails whenever the crossing width

(and therefore the coupling between levels at avoided level crossings) is too large. However for the
purpose of this study it is enough, as it can correctly track the two diabatic states | ↑ −7

2 ↑ −
7
2 >

and | ↓ 7
2 ↓

7
2 > up to transverse fields of atleast Bx = 1.2[T ]. The results of the tracking were

manually verified wherever there was doubt as to their accuracy.

G.4.2 Code

The following code designated Diabatic States Tracking.m keeps track of the affiliation of eigenstates
with diabatic states as Bx is increased. It does so for 2 diabatic states whose most dominant
components are specified (e.g diabatic states starting as | ↑ −7

2 ↑ −
7
2 > and | ↓ 7

2 ↓
7
2 >).

The code loads the data from each file separately and only after tracking the states for the Bx
values stored in the current file, moves on to the next file (files are created by the code in appendix
G.3). The entire data set is not loaded simultaneously due to memory limit issues.

The code also computes the energy difference between the tracked states, the < Jz > value
for these states and the random field for the two ions (assuming the tracked states correspond to
| ↑↑> and | ↓↓> states).

The following is a short review of the code for increased clarity:
The code assumes that the tracking starts at a low enough initial Bx value (Bx

min) so that the
appropriate eigenstate at Bx

min can be trivially affiliated to the diabatic state we wish to track.
This is done by looking for the eigenstate which has the largest component in the direction (at zero
field ) of the tracked diabatic state (e.g. looking for the eigenstate with the greatest | ↑ −7

2 ↑ −
7
2 >

component).
Another assumption is that the tracking starts well away from any level crossings so that

the eigenstate affiliated to the tracked diabatic state at Bx
min is in fact equivalent to the diabatic

state. This will allow us to use this eigenstate as a reference for comparing eigenstates of higher
Bx values to the tracked diabatic state. For the minimal value Bx

min = 0.01[T ] and the field step
size Bx

step = 0.01[T ] used in this study, this is a good assumption as the first crossing for n.n. pairs
is at Bx = 0.26[T ] and at even higher field values for farther pairs.

From this point on the tracking works by increasing the Bx value, and for each step comparing
the dot product of each of the eigenstates with the reference eigenstate. The eigenstate which
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produces the greatest dot product is considered as the continuation of the tracked diabatic state.
The reference eigenstate has to be updated occasionally since the diabatic states change with

Bx. However we have to take care not to choose a reference eigenstate too near to an avoided level
crossing. This is because we want to choose as a reference only eigenstates which are practically
equivalent to the appropriate diabatic state. This is currently the weak point of the code, as it
does not correctly identify level crossings which are relatively wide in Bx. As the coupling between
states (and therefore the width of the crossings) increase with the applied transverse field Bx [17]
(see fig. 4 there), we are limited to accurate tracking in the range 0 < Bx < 1.2[T ].

%% %Basic Parameters

%For Brevi ty i t i s assumed that a l l the parameters de f ined in prev ious codes
%( such as Bx max , Bx min , s tep and so on ) are a l r eady de f ined .

Reso lut ion =1; %Reso lut ion i s used to c o n t r o l how smal l are the s t ep s in Bx that
%are a c t u a l l y used . When a wide range o f Bx va lues i s d e s i r e d ( say 0 to 10
%Tesla ) , and memory i s short , a Reso lut ion va lue s l a r g e r than 1 can be chosen
%which means that not a l l Bx va lues in the data s e t w i l l be used . For
%’ Reso lut ion =2’ 1 out o f every 2 s to r ed Bx va lue s w i l l be used and so on .
%Leg i t imate va lue s f o r ’ Reso lut ion ’ : 1 , 2 , 5 or 10 .

%’M’ i s the number o f Bx va lue s cons ide r ed .
M=double ( in t16 ( ( Bx max−Bx min )/ step )+1)/ Reso lut ion ;

%% %Determining State I n d i c e s

%Numbering o f s t a t e s in 136ˆ2=18496 dimensions ( vec to r components )

%F i r s t s t a t e to look f o r ( in t h i s case 1097 corresponds to the | up−7/2 up−7/2>
%s t a t e
S t a t e i n d 1 =1097;
%Second s t a t e to look f o r (960 corresponds to the | down7/2 down7/2> s t a t e
S t a t e i n d 2 =960;

%Numbering o f s t a t e s in (3 X 8)ˆ2=576 dimensions ( in s t ead o f 18496)
S ta t e i nd (1 ,1)= double ( in t16 ( S t a t e i n d 1 /136)∗ s q r t (VECdim)+ . . .

mod( in t16 ( S t a t e i n d 1 ) , 1 3 6 ) ) ;
S t a t e i nd (2 ,1)= double ( in t16 ( S t a t e i n d 2 /136)∗ s q r t (VECdim)+ . . .

mod( in t16 ( S t a t e i n d 2 ) , 1 3 6 ) ) ;

%% %Tracking 2 s t a t e s through l e v e l c r o s s i n g s

%’ l v l i n d ’ s t o r e s the i n d i c e s o f the 2 l e v e l s t racked ( e . g . 1 i f the tracked
%l e v e l has the lowest energy , 2 i f i t ’ s the second lowest and so on ) f o r a l l
%r e l e v a n t Bx va lues .

l v l i n d=ze ro s (2 ,M) ;
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%’ Partial EV ’ s t o r e s a subset o f the e i g e n s t a t e s conta in ing only the 2 s t a t e s
%( per Bx value ) a f f i l i a t e d with the tracked d i a b a t i c s t a t e s .

Part ia l EV=ze ro s (M, 2 ,VECdim ) ;

%’ previous EV ’ s t o r e s the 2 e i g e n s t a t e s which were found as cor re spond ing to the
%tracked d i a b a t i c s t a t e s f o r the prev ious Bx value . This i s used to compare
%s q u e n t i a l ( in Bx) ’ tracked ’ e i g e n s t a t e s to see i f a l e v e l c r o s s i n g has been
%reached

previous EV=ze ro s (2 ,VECdim ) ;

%’ immediate over lap ’ s t o r e s the over lap ( dot product ) o f every two s e q u e n t i a l
%e i g e n s t a t e s tracked ( f o r the same d i a b a t i c s t a t e ) . This i s used to see i f a
%l e v e l c r o s s i n g has been reached

immediate over lap=ze ro s (2 ,M) ;

%’ pr ime over lap ’ s t o r e s the over lap ( dot product ) o f the e i g e n s t a t e a f i i l i a t e d
%with ( chosen as the most s i m i l a r to ) the tracked dabat i c s t a t e with the
%r e f e r e n c e e i g e n s t a t e .

pr ime over lap=ze ro s (2 ,M) ;

%For every data f i l e
f o r t =1:M/ i n t e r v a l

%load the e i g e n s t a t e s s to r ed in t h i s data f i l e . The data i s s to r ed in f i l e s
%such as ” s h p c s o r t e d f i n d 1 . mat” where the numberbat the end i s an index
%to the order o f the f i l e s ( from low Bx to high ) .

temp EV=load ( [ ’ s h p c s o r t e d f i n d ’ num2str ( ( ( Bx min−Bx min )/ step )/ i n t e r v a l+t ) . . .
’ . mat ’ ] , ’ fu l l EV ’ ) ; temp EV=temp EV . fu l l EV ;

%Go over Bx va lues in t h i s data f i l e in s t ep s o f ” s tep ∗Reso lut ion ” :
f o r q=Reso lut ion : Reso lut ion : i n t e r v a l

%’ f i e l d i n d ’ i s the index o f the cur rent Bx value among a l l the Bx va lue s
%used .
f i e l d i n d =(( t−1)∗ i n t e r v a l+q )/ Reso lut ion ;

%’ f l ag ’ i s 1 i f everyth ing i s ok , and 0 i f there ’ s a problem ( no
%e i g e n s t a t e matches the d i a b a t i c s t a t e )

f l a g =[0 0 ] ;

%For the f i r s t Bx value cons ide r ed : ( This part d e f i n e s the i n i t i a l
%a f f i l i a t i o n between e i g e n s t a t e s and d i a b a t i c s t a t e s )

i f f i e l d i n d==1

%go over a l l the ’VECnum’ e i g e n s t a t e s
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f o r k=1:VECnum

%f i n d the e i g e n s t a t e which has l a r g e s t component ( squared )
%correspond ing to the ( f i r s t ) t racked d i a b a t i c s t a t e . Make
%sure t h i s s t a t e i s s i m i l a r enough to the d i a b a t i c s t a t e
%( componentˆ2 > 0 . 3 ) ( i . e . f i n d the e i g e n s t a t e most c l o s e l y
%resembl ing the f i r s t t racked d i a b a t i c s t a t e f o r t h i s i n i t i a l
%Bx value )

i f ( ( abs ( temp EV(q , k , S ta t e i nd (1 ,1 ) ) ) )ˆ2 >0 .3 ) && . . .
( ( abs ( temp EV(q , k , S ta t e i nd (1 ,1))))ˆ2> . . .
p r ime over lap (1 , f i e l d i n d ) )

%f o r ” f i e l d i n d =1”, ’ Prime over lap ’ g i v e s the magnitude ( squared )
%of the component o f the ( f i r s t ) t racked d i a b a t i c s t a t e in the
%current ( kˆ th ) e i g e n s t a t e being i n v e s t i g a t e d . ( at the end o f
%the ” f o r k=1:VECnum” loop t h i s w i l l correspond to the e i g e n s t a t e
%with the g r e a t e s t such component )
pr ime over lap (1 , f i e l d i n d )=( abs ( temp EV(q , k , S ta t e i nd ( 1 , 1 ) ) ) ) ˆ 2 ;

%s e t the l e v e l index o f the ( f i r s t ) d i a b a t i c s t a t e accord ing to
%the appropr ia te e i g e n s t a t e f o r the i n i t i a l Bx

l v l i n d (1 , f i e l d i n d )=k ;

f l a g (1)=1; %no e r r o r
end

%the same as the above ” i f ” only f o r the second tracked d i a b a t i c
%s t a t e

i f ( ( abs ( temp EV(q , k , S ta t e i nd (2 ,1 ) ) ) )ˆ2 >0 .3 ) && . . .
( ( abs ( temp EV(q , k , S ta t e i nd ( 2 , 1 ) ) ) ) ˆ 2 > . . .
p r ime over lap (2 , f i e l d i n d ) )

pr ime over lap (2 , f i e l d i n d )=( abs ( temp EV(q , k , S ta t e i nd ( 2 , 1 ) ) ) ) ˆ 2 ;
l v l i n d (2 , f i e l d i n d )=k ;
f l a g (2)=1;

end
end

%d e f i n e the r e f e r e n c e e i g e n s t a t e f o r the ( f i r s t ) t racked d i a b a t i c s t a t e
%as the e i g e n s t a t e o f the i n i t i a l Bx value
prime EV (1 , : )= squeeze ( temp EV (1 , l v l i n d ( 1 , 1 ) , : ) ) ;

%same as the l i n e above only f o r the second tracked s t a t e
prime EV (2 , : )= squeeze ( temp EV (1 , l v l i n d ( 2 , 1 ) , : ) ) ;

%i f an appropr ia te e i g e n s t a t e was not found , stop running loop .
i f ( ˜ ( f l a g ( 1 ) ) ) | | (˜ ( f l a g ( 2 ) ) )

Ar ray s i z e=f i e l d i n d −1;
break ;
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end

%f o r any other Bx value ( not the i n i t i a l one )
e l s e

%−−− Looking f o r the e i g e n s t a t e with the g r e a t e s t over lap ( dot product ) to −−−
%−−− the r e f e r e n c e e i g e n s t a t e ”Prime EV” −−−

%f o r each tracked s t a t e :
f o r p=1:2

%go over the d i f f e r e n t e i g e n s t a t e s ( There ’ s an assumption here that
%the c o r r e c t l e v e l i s c l o s e (up to 8 l e v e l s away) to the l e v e l
%used in the prev ious Bx value )

f o r k=max(1 , l v l i n d (p , f i e l d i n d −1)−8): . . .
min (VECnum , l v l i n d (p , f i e l d i n d −1)+8)

%i f the magnitude o f the dot product i s g r e a t e r than any o f the
%prev ious ones ( f o r e i g e n s t a t e s with lower energy ) :
i f abs ( dot ( squeeze ( temp EV(q , k , : ) ) , prime EV (p , : ) ) ) > . . .

p r ime over lap (p , f i e l d i n d )

%” pr ime over lap ” g i v e s the over lap ( dot product ) between the
%current ( kˆ th ) e i g e n s t a t e and the r e f e r e n c e e i g e n s t a t e

pr ime over lap (p , f i e l d i n d ) = . . .
abs ( dot ( squeeze ( temp EV(q , k , : ) ) , prime EV (p , : ) ) ) ;

%” immediate over lap ” g i v e s the over lap ( dot product ) between
%the cur rent e i g e n s t a t e and the e i g e n s t a t e chosen f o r the
%tracked d i a b a t i c s t a t e in the most r e c ent Bx value used

immediate over lap (p , f i e l d i n d ) = . . .
abs ( dot ( squeeze ( temp EV(q , k , : ) ) , previous EV (p , : ) ) ) ;

l v l i n d (p , f i e l d i n d )=k ;
f l a g (p)=1; %no e r r o r

end
end

%i f an appropr ia te e i g e n s t a t e was not found , stop running
%loop ( f o r p = . . . )

i f ˜ f l a g (p)
Ar ray s i z e=f i e l d i n d −1;
break

end
end

%i f an appropr ia te e i g e n s t a t e was not found , stop running
%loop ( f o r q = . . . )
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i f (˜ f l a g ( 1 ) ) | | (˜ f l a g ( 2 ) )
break

end
end

%−−− Updating r e f e r e n c e e i g e n s t a t e s −−−

%f o r each tracked s t a t e :
f o r p=1:2

%save the r e l e v a n t e i g e n s t a t e found f o r the cur rent Bx value
Part ia l EV ( f i e l d i n d , p , : )= temp EV(q , l v l i n d (p , f i e l d i n d ) , : ) ;

%temporar i ly save t h i s same e i g e n s t a t e to be compared to the
%e i g e n s t a t e s o f the next Bx value

previous EV (p , : )= squeeze ( Part ia l EV ( f i e l d i n d , p , : ) ) ;

%the r e f e r e n c e e i g e n s t a t e cannot be updated with in the f i r s t 8 Bx
%va lue s . This i s because 8 Bx va lues preced ing the cur rent
%Bx value are used to check that the cur rent Bx value i s not
%too near to a l e v e l c r o s s i n g .

i f f i e l d i n d >8

%i f A) the over lap o f the c u r r e n t l y tracked ’ e i g en s t a t e ’ with
%the r e f e r e n c e e i g e n s t a t e i s sma l l e r than 0 .9 ( t h i s could
%be e i t h e r s i n c e the d i a b a t i c s t a t e has changed too much
%s i n c e the r e f e r e n c e e i g e n s t a t e was l a s t determined or
%because we are near an avoided l e v e l c r o s s i n g . The next
%c o n d i t i o n s t ry to r u l e t h i s out ) ) .

% B)The e i g e n s t a t e s did not change too much in the prev ious 8
%Bx va lue s ( which would happen i f we were near a l e v e l
%c r o s s i n g ) . The way t h i s change in e i g e n s t a t e s i s t e s t e d
%i s by making sure the ” immid iate over lap ” did not change
%too much :

%1) standard dev i a t i on i s smal l
%2) the ” immid iate over lap ” f o r t h i s Bx value i s not
%much l a r g e r or sma l l e r than the mean o f the
%” immid iate over lap ” f o r prev ious Bx value ( at most 2
%standard d i v i a t i o n s above or below the mean)

i f ( pr ime over lap (p , f i e l d i n d )<0.9) && . . .
( ( (2∗ std ( immediate over lap (p , ( f i e l d i n d −8): . . .
( f i e l d i n d −1)))<0.05) && . . .
( immediate over lap (p , f i e l d i n d )< . . .
(mean( immediate over lap (p , ( f i e l d i n d −8) :( f i e l d i n d −1))) . . .
+2∗ std ( immediate over lap (p , ( f i e l d i n d −8) :( f i e l d i n d −1)) ) ) ) . . .
&& ( immediate over lap (p , f i e l d i n d )> . . .
(mean( immediate over lap (p , ( f i e l d i n d −8) :( f i e l d i n d −1))) . . .
−2∗ std ( immediate over lap (p , ( f i e l d i n d −8) :( f i e l d i n d −1 ) ) ) ) ) ) )
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%Under these c o n d i t i o n s a new r e f e r e n c e e i g e n s t a t e i s de f i ned
prime EV (p , : )= Part ia l EV ( f i e l d i n d , p , : ) ;

end
end

end
end

%i f an appropr ia te e i g e n s t a t e was not found , stop running loop ( f o r t = . . . )
i f (˜ f l a g ( 1 ) ) | | (˜ f l a g ( 2 ) )

break
end

end

%% %Energy d i f f e r e n c e , <Sz> and random f i e l d

%shr ink ing the j z matrix to 1024X1024 ( i . e . sav ing only matrix e n t r i e s r e l e v a n t
%to the VECdim components we save f o r each e i g e n s t a t e )

S jz1=Sjz1 ( Save ind , Save ind ) ;
S jz2=Sjz2 ( Save ind , Save ind ) ;

%Finding the energy d i f f e r e n c e between the tracked s t a t e s
e n e r g y d i f f=ze ro s (1 ,M) ;
f o r t =1:M

e n e r g y d i f f ( t )= f u l l E S ( t , l v l i n d (2 , t ))− f u l l E S ( t , l v l i n d (1 , t ) ) ;
end

%Finding <jz> f o r the tracked s t a t e s ( f o r both i ons )
j z expec tancy=ze ro s (2 , 2 ,M) ;
f o r t =1:M

jz expec tancy (1 , 1 , t )=( squeeze ( Part ia l EV ( t , 1 , : ) ) ) ’ ∗ Sjz1 ∗ squeeze ( Part ia l EV ( t , 1 , : ) ) ;
j z expec tancy (1 , 2 , t )=( squeeze ( Part ia l EV ( t , 1 , : ) ) ) ’ ∗ Sjz2 ∗ squeeze ( Part ia l EV ( t , 1 , : ) ) ;
j z expec tancy (2 , 1 , t )=( squeeze ( Part ia l EV ( t , 2 , : ) ) ) ’ ∗ Sjz1 ∗ squeeze ( Part ia l EV ( t , 2 , : ) ) ;
j z expec tancy (2 , 2 , t )=( squeeze ( Part ia l EV ( t , 2 , : ) ) ) ’ ∗ Sjz2 ∗ squeeze ( Part ia l EV ( t , 2 , : ) ) ;

end

%I assume here that the f i r s t s t a t e i s the appropr ia te UPUP s t a t e and the sceond
%s t a t e i s the appropr ia te DOWNDOWN s t a t e ! ! ! ! ! !

r andom f i e ld=e n e r g y d i f f . / t ranspose ( squeeze ( (uB∗gL∗( j z expec tancy (1 ,1 , : )+ . . .
j z expec tancy (1 ,2 , : ) − j z expec tancy (2 ,1 , : ) − j z expec tancy ( 2 , 2 , : ) ) ) ) ) ;

%% %Plot s

%Def in ing the X a x i s
F=1:1:M;
X=Bx min+step ∗( Reso lut ion −1)+(F−1)∗ s tep ∗Reso lut ion ;

%Energy l e v e l s compared to the energy o f the mean o f the two l e v e l s t racked
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min lv l =1;
max lvl =32;
f i g u r e
ax1=gca ;
y l a b e l ( ’ Energy ( E n−E {min}) ’ ) ;
x l a b e l ( ’Bx ’ ) ;
s e t ( ax1 , ’ XColor ’ , ’ k ’ , ’ YColor ’ , ’ k ’ , ’ Xlim ’ , [ Bx min−s tep Bx max+step ] ) ;
c o l o r v a l u e s =[ ’b ’ ’ r ’ ’ g ’ ’m’ ’ y ’ ’ k ’ ’ c ’ ] ;
c o l o r v a l u e s (8:576)= ’ c ’ ;
hold on
f o r p=min lv l : max lv l

f o r t =1:M
l i n e (X( t ) , f u l l E S ( t , p)−( f u l l E S ( t , l v l i n d (2 , t ))+ f u l l E S ( t , l v l i n d (1 , t ) ) ) / 2 , . . .

’ MarkerFaceColor ’ , c o l o r v a l u e s ( i d i v i d e ( in t16 (p−1) ,7)+1) , ’ Color ’ , . . .
c o l o r v a l u e s (mod(p−1 ,7)+1) , ’ MarkerSize ’ , 6 , ’ L ineSty l e ’ , ’ none ’ , ’ Marker ’ , . . .
’ d ’ , ’ Parent ’ , ax1 ) ;

end
end

%Plo t t i ng the s igned value o f <Sz> f o r both s t a t e s
f i g u r e
hold on
p lo t (X, squeeze ( j z expec tancy ( 1 , 1 , : ) ) , ’ b ’ , ’ LineWidth ’ , 4 ) ;
p l o t (X, squeeze ( j z expec tancy ( 1 , 2 , : ) ) , ’b−− ’ , ’ LineWidth ’ , 4 ) ;
p l o t (X, squeeze ( j z expec tancy ( 2 , 1 , : ) ) , ’ r ’ , ’ LineWidth ’ , 4 ) ;
p l o t (X, squeeze ( j z expec tancy ( 2 , 2 , : ) ) , ’ r−− ’ , ’ LineWidth ’ , 4 ) ;
y l a b e l ( ’<J z> ’ , ’ Fonts i z e ’ , 1 8 ) ;
x l a b e l ( ’Bˆx [T] ’ , ’ Fonts i z e ’ , 1 8 ) ;
s e t ( gca , ’ Fonts i z e ’ , 1 4 ) ;

% p l o t t i n g energy d i f f e r e n c e
f i g u r e
p l o t (X, e n e r g y d i f f , ’ LineWidth ’ , 4 ) ;
y l a b e l ( ’ \Delta E [K] ’ , ’ Fonts i z e ’ , 1 8 ) ;
x l a b e l ( ’Bˆx [T] ’ , ’ Fonts i z e ’ , 1 8 ) ;
s e t ( gca , ’ Fonts i z e ’ , 1 4 ) ;

%p l o t t i n g random f i e l d − abso lu t e va lue
f i g u r e
p l o t (X, abs ( random f i e ld ) , ’ LineWidth ’ , 4 ) ;
y l a b e l ( ’Bˆ z { e f f } [T] ’ , ’ Fonts i z e ’ , 1 8 ) ;
x l a b e l ( ’Bˆx [T] ’ , ’ Fonts i z e ’ , 1 8 ) ;
s e t ( gca , ’ Fonts i z e ’ , 1 4 ) ;
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G.5 Shifted Peaks Positions

The following code designated Shifted Peaks Locations.m produces a plot of the positions of the 4
most significantly shifted peaks (blue dots) with a slider control for the transverse field parameter
(see Figs. 4.2 and E.1). Green squares represent the minima of valleys between unshifted peaks
(where the shifted eaks are expected to be the most visible). The lines representing the unshifted
peaks are for illustration only and do not follow the actual functional form of such peaks.

This code uses the ”Manipulate: Interactive Parametrized Plotting” package not built-in in
Matlab which can be downloaded from the ”Matlab Central” website [43].

%C o e f f i c i e n t s f o r the e f f e c t i v e f i e l d s o f the r e l e v a n t p a i r s . These c o e f f i c i e n t s
%are based on a l i n e a r f i t to the random f i e l d data f o r 0.01<Bx<0.8

%1 s t n . n .
c o e f f (1 ,1 )=0 .0442 ; %s l ope
c o e f f (2 ,1)=−1.6809∗10ˆ(−4); %e f e c t i v e f i e l d at (Bx=0)

%3rd n . n − ’ f i r s t ’ o r i e n t a t i o n .
c o e f f (1 ,2 )=0 .0063 ; %s l ope
c o e f f (2 ,2)=−7.0682∗10ˆ(−5); %e f e c t i v e f i e l d at (Bx=0)

%3rd n . n − ’ second ’ o r i e n t a t i o n .
c o e f f (1 ,3 )=0 .0032 ; %s l ope
c o e f f (2 ,3)=−2.8418∗10ˆ(−5); %e f e c t i v e f i e l d at (Bx=0)

%4th n . n .
c o e f f (1 ,4 )=0 .0056 ; %s l ope
c o e f f (2 ,4)=−4.2954∗10ˆ(−5); %e f e c t i v e f i e l d at (Bx=0)

%’n ’ determines how many unsh i f t ed peaks are presented (n s i n g l e− f l i p peaks on
%e i t h e r s i d e o f the Bx=0 peak )

n=2;

%Bz n i s the d i s t anc e in Bz between a s i n g l e− f l i p peak and a co−t u n n e l l i n g peak
Bz n =0.0115; %Tesla

%l i m i t o f the p l o t in Bz
Bz lim=(n∗2+(3/4))∗Bz n ;

%Bz step i s the r e s o l u t i o n f o r the po in t s on the p l o t ( in Bz)
Bz step =0.00005;

%f i n d i n g the s i z e o f the array
B z s i z e=s i z e (−Bz lim : Bz step : Bz l im ) ;
s=B z s i z e ( 2 ) ;

% −−− p l o t t i n g the expected p o s i t i o n s o f the s h i f t e d s u s c e p t i b i l i t y peaks −−−
% −−− blue dots −−−

% a blue dot appears whenever the d i f f e r e n c e between Bz (=−Bz lim : Bz step : Bz l im )
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%and the p o s i t i o n o f a s h i f t e d peak i s sma l l r e than ’ res ’ ( the p o s i t i o n o f a
%s h i f t e d peak i s de f ined as any o f the p o s i t i o n s o f un sh i f t ed peaks
%plus /minus the e f f e c t i v e f i e l d o f any pa i r )

r e s =0.00005;
manipulate ({@(Bz , param)(+( ( any ( abs ( repmat (Bz ,4∗n+1,1)− . . .

repmat((−n∗2∗Bz n : Bz n : n∗2∗Bz n ) ’ , 1 , s)− . . .
ones (4∗n+1, s )∗ ( c o e f f ( 1 , 1 )∗ param(1)+ c o e f f (2 ,1)))<= r e s ) ) |

. . .
( any ( abs ( repmat (Bz ,4∗n+1,1)−repmat((−n∗2∗Bz n : Bz n : n∗2∗Bz n ) ’ , 1 , s )+ . . .

ones (4∗n+1, s )∗ ( c o e f f ( 1 , 1 )∗ param(1)+ c o e f f (2 ,1)))<= r e s ) ) |
. . .

( any ( abs ( repmat (Bz ,4∗n+1,1)−repmat((−n∗2∗Bz n : Bz n : n∗2∗Bz n ) ’ , 1 , s)− . . .
ones (4∗n+1, s )∗ ( c o e f f ( 1 , 2 )∗ param(1)+ c o e f f (2 ,2)))<= r e s ) ) |

. . .
( any ( abs ( repmat (Bz ,4∗n+1,1)−repmat((−n∗2∗Bz n : Bz n : n∗2∗Bz n ) ’ , 1 , s )+ . . .

ones (4∗n+1, s )∗ ( c o e f f ( 1 , 2 )∗ param(1)+ c o e f f (2 ,2)))<= r e s ) ) |
. . .

( any ( abs ( repmat (Bz ,4∗n+1,1)−repmat((−n∗2∗Bz n : Bz n : n∗2∗Bz n ) ’ , 1 , s)− . . .
ones (4∗n+1, s )∗ ( c o e f f ( 1 , 3 )∗ param(1)+ c o e f f (2 ,3)))<= r e s ) ) |

. . .
( any ( abs ( repmat (Bz ,4∗n+1,1)−repmat((−n∗2∗Bz n : Bz n : n∗2∗Bz n ) ’ , 1 , s )+ . . .

ones (4∗n+1, s )∗ ( c o e f f ( 1 , 3 )∗ param(1)+ c o e f f (2 ,3)))<= r e s ) ) |
. . .

( any ( abs ( repmat (Bz ,4∗n+1,1)−repmat((−n∗2∗Bz n : Bz n : n∗2∗Bz n ) ’ , 1 , s)− . . .
ones (4∗n+1, s )∗ ( c o e f f ( 1 , 4 )∗ param(1)+ c o e f f (2 ,4)))<= r e s ) ) |

. . .
( any ( abs ( repmat (Bz ,4∗n+1,1)−repmat((−n∗2∗Bz n : Bz n : n∗2∗Bz n ) ’ , 1 , s )+ . . .

ones (4∗n+1, s )∗ ( c o e f f ( 1 , 4 )∗ param(1)+ c o e f f (2 ,4)))<= r e s ) ) )−0.9) , . . .
[−Bz lim : Bz step : Bz l im ] , [ 0 ] } , { } , {1 , ’Bx ’ ,0 1 . 2} )

s e t ( f i n d o b j ( ’Type ’ , ’ l i n e ’ ) , ’ L ineSty l e ’ , ’ none ’ , ’ Marker ’ , ’ . ’ , ’ MarkerSize ’ ,10)

% −−− p l o t t i n g v a l l e y minima p o s i t i o n s : −−−

%v a l l e y minima p o s i t i o n s ( optimal p lace to put a s h i f t e d peak f o r v i s i b i l i t y ) :
Z optimal1=−(n∗2−3/4)∗Bz n :2∗Bz n : ( n∗2−3/4)∗Bz n ;
Z optimal2=−(n∗2−5/4)∗Bz n :2∗Bz n : ( n∗2−3/4)∗Bz n ;
s i=s i z e ( Z optimal2 ) ;
s i=s i ( 2 ) ;
Y optimal =1.1∗ ones ( s i , 1 ) ;

%p lo t − marking v a l l e y minima with green squares
hold on
p lo t ( Z optimal1 , Y optimal−1, ’ gs ’ , ’ MarkerSize ’ , 10)
p l o t ( Z optimal2 , Y optimal−1, ’ gs ’ , ’ MarkerSize ’ , 10)
x l a b e l ( ’Bˆz [T] ’ , ’ Fonts i z e ’ , 1 8 ) ;
y l a b e l ( ’ S u s e c p t i b i l i t y ’ , ’ Fonts i z e ’ , 1 8 ) ;
s e t ( gca , ’ YTick ’ , [ ] , ’ Fonts i z e ’ , 1 4 ) ;
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% −−− p l o t t i n g an i l l u s t r a t i o n o f the unsh i f t ed peaks − blue l i n e s −−−

%s i n g l e− f l i p peak p o s i t i o n s
Z s i n g l e=−n∗2∗Bz n :2∗Bz n : n∗2∗Bz n ;

%co−t u n n e l l i n g peak p o s i t i o n s
Z co=−(n∗2−1)∗Bz n :2∗Bz n : ( n∗2−1)∗Bz n ;

Y s ing l e =1.1∗ ones (n∗2+1 ,1) ;
Y co =1.1∗ ones (n ∗2 ) ;

%Def in ing the i l l u s t r a t e d peaks as decaying e x p o n e n t i a l l y with c o e f f i c i e n t s such
%that minimum between a s i n g l e− f l i p peak and a co−t n n e l l i n g peak would f a l l
%where the minima i s a l r eady marked

A=(3/2)∗(1/ Bz n )∗ l og ( 1 0 0 ) ;
B=(4)∗(1/ Bz n )∗ l og ( 1 0 ) ;
Z=−Bz lim : Bz step : Bz l im ;
s i n g l e p e a k=ze ro s (2∗n+1, s ) ;
co peak=ze ro s (2∗n , s ) ;
a l l p e a k s=ze ro s (1 , s ) ;
f o r k=−n : n

s i n g l e p e a k ( k+n+1 ,:)= exp(−abs (Z−k∗2∗Bz n )∗A) ;
a l l p e a k s=a l l p e a k s+s i n g l e p e a k ( k+n +1 , : ) ;

end
f o r k=1:n

co peak (k , : ) = 0 . 1∗ exp(−abs (Z−(2∗k−1)∗Bz n )∗B) ;
co peak ( k+n , : ) = 0 . 1∗ exp(−abs (Z+(2∗k−1)∗Bz n )∗B) ;
a l l p e a k s=a l l p e a k s+co peak (k , : )+ co peak ( k+n , : ) ;

end

p l o t (Z , a l l p e a k s , ’ LineWidth ’ , 2 )
ylim ( [ 0 1 ] )

G.6 Finding Energy Gaps in Avoided Level Crossings

Some of the on-resonance energy energy gaps (energy gaps at avoided level crossings) were found
in order to predict Landau-Zener behaviour of crossing such a resonance. The energy gaps were
found using a code almost identical to the one in appendix G.3, the only difference being that we
changed Bz and set a constant Bx. We repeatedly (manually) ran the code for a narrowing range of
Bz values around a desired crossing with an increasing resolution of the Bz values (smaller Bz step
size). At each step the energy levels plot was observed until either the avoided level was clearly seen
(the energy levels formed clear non-intersecting curves), or the Matlab precision limit was reached
(we got a very messy plot where no curve could be identified)
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As the magnitude of the on-resonance energy gaps is exponentially proportional to the applied
transverse field Bx [17] (see fig. 4 there), at low fields (under around 0.6T ), these gaps are below
the Matlab precision limit. Thus we could only find such gaps and predict Landau-Zener behaviour
for fields above this value. However even for greater transverse fields some of the gaps are very
close to the Matlab precision limit making them hard to evaluate.

A good example is the the ’first’ of the n = 1
2 crossing (the one at a more negative Bz value

out of the two) at Bx = 0.6[T ] (see Fig. G.1 and G.2).

Figure G.1: Energy levels for the n = 1
2 crossings for n.n. pairs under applied transverse field

Bx = 0.6T . The analysis here is for the ’first’ of these at more negative Bz

Figure G.2: Zoom in on energy levels for the ’first’ of the n = 1
2 crossings for n.n. pairs under

applied transverse field Bx = 0.6T . The effects of the Matlab precision limit are evident

To find these energy gaps accurately we used fitting for the energy difference with applied
longitudinal field, and extrapolated the minimum of the fitted curve. We used the Matlab Curve
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Fitting tool with a custom fit to the expected functional form of the energy difference:

∆E(Bz) = (∆E2
min + (α ∗ (Bz −Bz

resonance))
2)

1
2 (G.6.1)

We chose 51 points around the expected minimum and used the ’Center and scale’ option with the
’Robust’ option off.

Figure G.3: Fit to gap between 2nd and 3rd energy levels (first of n = 1
2 crossing) for n.n. pairs

under applied transverse field Bx = 0.6T . Blue dots mark the data points used for the fit. The fit
itself noted by a red line. Bz

0 = −0.015001018148902 was used to roughly center the x axis data
points of the plot (Bz values) around zero for a more accurate fit

.

The coefficients produced and the goodness of the fit are as follows :

General model:

f(x) = (DeltaE^2+(alpha*(Bz-Bz_res))^2)^(1/2)

Coefficients (with 95% confidence bounds):

Bz_res = 0.07381 (0.06417, 0.08346)

DeltaE = 0.1803 (0.1565, 0.2042)

alpha = 1.848 (1.722, 1.974)

Goodness of fit:

SSE: 0.1014

R-square: 0.8386

Adjusted R-square: 0.8319

RMSE: 0.04597

Reverting back to units of Tesla for field and Kelvin for energy and with respect to the original Bz
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axis (see caption in figure G.3) the coefficients are:

Bz
res → (Bz

res +Bz
0) · 10−10[T ]

Bz
res = −0.015[T ]

(G.6.2)

∆E → DeltaE · 10−9[K]

∆E = 1.8 · 10−10[K]
(G.6.3)

G.7 Finding the Landau-Zener Transition Profile

The following code designated Landau Zener Transition Functional Form.m numerically finds the
functional form of the magnetization steps and susceptibility peaks. The standard 4th order Runge-
Kutha method is applied to the Schrödinger equation to advance it from the initial condition, of
complete population of the ground state, through the resonance and beyond. This procedure, and
the notations used, follow the article of Vitanov [42]

The standard 4th order Runge-Kutha method is a method for numerically integrating ordinary
differential equations. Details can be found e.g. here [44]

The code also applies quantum broadening (Gaussian)

%% %d e f i n i n g r e l e v a n t parameters

%Lande g Factor ( U n i t l e s s )
gL=5/4;
%Bohr Magneton ( Kelve in / Tesla )
uB=0.6717;

%Transverse F i e ld ( Tes la )
Bx=0.6 ;

%The value o f <Jz> does not s i g n i f i c a n t l y change during a c r o s s i n g because the
%c r o s s i n g s are narrow

Jz1 =−5.5;
Jz2 =5.4 ;

%This energy gap corresponds f o r example to the f i r s t n=1/2 c r o s s i n g
deltaE =1.8∗10ˆ(−10);

%Sweep ra t e ( Tes la /Sec )
nu =0.03;
alpha=nu∗uB∗gL∗(2∗ Jz2−2∗Jz1 ) ;

%Boltzmann constant ( Joule / Kelvin )
kB=1.3806504∗10ˆ(−23);
%Reduced Planck constant ( Joule ∗ Sec )
hbar =6.626∗10ˆ(−34)/(2∗ pi ∗kB ) ;
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beta=s q r t ( 0 . 5∗ alpha /hbar ) ;

%Coupling between d i a b a t i c s t a t e s
Omega=0.5∗ deltaE /hbar ;

%% % Using standard Runge−Kutta 4 th order method − f o r the occupat ion ampl itudes

%Time step s i z e ( Sec )
dt =0.0000000001;
dT=beta ∗dt ;

%Sta r t i ng time r e l a t i v e to the time when the system i s at the middle o f the
%resonance ( Sec )

t min =−0.0005;
%End time r e l a t i v e to middle o f the resonance ( Sec )
t max=0.001−dt ;

%Number o f s t ep s in the proce s s
s t ep s =(t max−t min )/ dt ;

%The proce s s r e q u i r e s very smal l s t ep s ( dt ) to produce a c o r r e c t r e s u l t ( i f the
%s t ep s are too big , the advancing o f the s chrod inge r equat ion through time
%can run o f f course ) . However f o r the purpose o f a n a l y s i s o f the r e s u l t s , a
%lower s tep r e s o l u t i o n can be used . For that reason and in order to conserve
%memory the proce s s runs in s e c t i o n s where at the end o f each s e c t i o n only one
%r e p r e s e n t i n g value i s saved . ’ r e s o l u t i o n ’ i s the number o f s t ep s in each s e c t i o n .

r e s o l u t i o n =1000;

%cphi are the ampl itudes o f the occupat ion f o r each l e v e l ( f o r each time step )
cphi=ze ro s ( s t ep s / r e s o l u t i o n +1 ,2) ;

%cph i tag i s the time d e r i v a t i v e o f cphi
cph i t ag=ze ro s ( s t ep s / r e s o l u t i o n +1 ,2) ;

%I n i t i a l c o n d i t i o n s : The ground s t a t e i s 100% populated
cphi (1 ,1)=1;
cphi (1 ,2)=0;

%I n i t i a l c o n d i t i o n s : Far away from the c r o s s i n g the change in populat ion i s n e g l i g i b l e
cph i t ag (1 ,1)=0;
cph i t ag (1 ,2)=0;

%f o r each s e c t i o n ( o f the s i z e o f ’ r e s o l u t i o n ’ number o f s t ep s )
f o r q=1: s t ep s / r e s o l u t i o n

%Def ine temporary ar rays f o r the occupat ion ampl itudes and t h e i r d e r i v a t i v e s .
%l eave room f o r i n i t i a l c o n d i t i o n s f o r t h i s s e c t i o n

cphi temp=ze ro s ( r e s o l u t i o n +1 ,2) ;
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cphi tag temp=ze ro s ( r e s o l u t i o n +1 ,2) ;

%Dictate the i n i t i a l c o n d i t i o n s f o r t h i s s e c t i o n to be the va lue s at the l a s t
%step in the prev ious s e c t i o n ( or in the case o f the very f i r s t s e c t i on ,
%simply the i n i t i a l c o n d i t i o n s o f the e n t i r e p roce s s )

cphi temp (1 , : )= cphi (q , : ) ;
cphi tag temp (1 , : )= cph i t ag (q , : ) ;

%f o r a l l the s t ep s in t h i s s e c t i o n
f o r f =1: r e s o l u t i o n

%time=s t a r t time + time t h i s s e c t i o n began + time from begg in ing o f s e c t i o n
t= t min + (q−1)∗ r e s o l u t i o n ∗dt + ( f −1)∗dt ;

Delta=beta ˆ2∗ t ;
T=beta ∗ t ;

%This i s the Runge−Kutta 4 th order method :
k1 (1)=1 i ∗Delta ∗ cphi temp ( f ,1)−1 i ∗Omega∗ cphi temp ( f , 2 ) ;
k1(2)=−1 i ∗Omega∗ cphi temp ( f ,1)−1 i ∗Delta ∗ cphi temp ( f , 2 ) ;

k2 (1)=1 i ∗( beta ˆ2∗( t +0.5∗dt ) )∗ ( cphi temp ( f ,1)+0.5∗ dt∗k1 ( 1 ) ) − . . .
1 i ∗Omega∗( cphi temp ( f ,2)+0.5∗ dt∗k1 ( 2 ) ) ;

k2(2)=−1 i ∗Omega∗( cphi temp ( f ,1)+0.5∗ dt∗k1 ( 1 ) ) − . . .
1 i ∗( beta ˆ2∗( t +0.5∗dt ) )∗ ( cphi temp ( f ,2)+0.5∗ dt∗k1 ( 2 ) ) ;

k3 (1)=1 i ∗( beta ˆ2∗( t +0.5∗dt ) )∗ ( cphi temp ( f ,1)+0.5∗ dt∗k2 ( 1 ) ) − . . .
1 i ∗Omega∗( cphi temp ( f ,2)+0.5∗ dt∗k2 ( 2 ) ) ;

k3(2)=−1 i ∗Omega∗( cphi temp ( f ,1)+0.5∗ dt∗k2 ( 1 ) ) − . . .
1 i ∗( beta ˆ2∗( t +0.5∗dt ) )∗ ( cphi temp ( f ,2)+0.5∗ dt∗k2 ( 2 ) ) ;

k4 (1)=1 i ∗( beta ˆ2∗( t +0.5∗dt ) )∗ ( cphi temp ( f ,1)+ dt∗k3 ( 1 ) ) − . . .
1 i ∗Omega∗( cphi temp ( f ,2)+ dt∗k3 ( 2 ) ) ;

k4(2)=−1 i ∗Omega∗( cphi temp ( f ,1)+ dt∗k3 ( 1 ) ) − . . .
1 i ∗( beta ˆ2∗( t +0.5∗dt ) )∗ ( cphi temp ( f ,2)+ dt∗k3 ( 2 ) ) ;

cphi temp ( f +1 ,:)= cphi temp ( f , : ) + ( dt /6)∗ ( k1+2∗k2+2∗k3+k4 ) ;
cphi tag temp ( f +1,1)=1 i ∗( beta ˆ2∗ t )∗ cphi temp ( f +1,1)−1 i ∗Omega∗ cphi temp ( f +1 ,2) ;
cphi tag temp ( f +1,2)=−1 i ∗Omega∗ cphi temp ( f +1,1)−1 i ∗( beta ˆ2∗ t )∗ cphi temp ( f +1 ,2) ;

end

%sav ing only the va lue s at the l a s t s tep o f t h i s s e c t i o n
cphi ( q+1 ,:)= cphi temp ( r e s o l u t i o n +1 , : ) ;
cph i t ag ( q+1 ,:)= cphi tag temp ( r e s o l u t i o n +1 , : ) ;

end
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%Switching from amplitude to p r o b a b i l i t y
cP=abs ( cphi ) . ˆ 2 ;

%% Applying Broadening − averag ing over the p r o b a b i l i t y us ing a gauss ian d i s t r i b u t i o n

%This has to be done be f o r e f i n d i n g the d e r i v a t i v e o f the p r o b a b i l i t y to produce
%p h y s i c a l l y mean in ig fu l r e s u l t s f o r an ensemble o f ions , s i n c e the p r o b a b i l i t y
%f o r a s i n g l e pa i r o f i on s o s c i l l a t e s

%Broadening i s due to quantum e f f e c t s such as f a r t h e r i on s and HF i n t e r a c t i o n with
%F ions . Farther i on s produce a t y p i c a l l o n g i t u d i n a l f i e l d o f 1mT

%Standard Deviat ion o f the gauss ian d i s t r i b u t i o n ( Tes la ) :
sigma Bz =0.5∗10ˆ(−3);

%same f o r the time a x i s ( Secs )
s igma t=sigma Bz/nu ;

%same in number o f va lue s used from the f i n a l data s e t ( chpi )
s i gma steps=f l o o r ( ( s igma t /dt )/ r e s o l u t i o n ) ;

%The data s e t was l i m i t e d to va lue s near the c o r s s i n g ( where everyth ing i n t e r e s t i n g
%happens ) . however the standard dev i a t i on i s much l a r g e r then t h i s r eg i on . To
%average over areas f a r t h e r away from the c r o s s i n g we simply d i c t a t ed that the
%occupat ion at e a r l i e r t imes i s the same as the i n i t i a l cond i t ion , and the
%occupat ion at l a t e r t imes i s the same as the l a s t va lue in the data s e t ( no
%t r a n s i t i o n s ou t s id e the area o f the c r o s s i n g )

cP expanded=ze ro s (615000 , 2 ) ;
cP expanded (1:300000 ,1)=cP ( 1 , 1 ) ;
cP expanded (1:300000 ,2)=cP ( 1 , 2 ) ;
cP expanded (315001 : end ,1)=cP( s t ep s / r e s o l u t i o n +1 ,1) ;
cP expanded (315001 : end ,2)=cP( s t ep s / r e s o l u t i o n +1 ,2) ;
av P2=ze ro s ( 6 1 5 0 , 2 ) ;

%f o r ( s u f f i c i e n t l y away from the s t a r t o f the array ) : ( in jumps o f 100) : . . .
%( u n t i l l s u f f i c i e n t l y away from the end o f the array )

%(The value o f the braodened p r o b a b i l i t y curve i s found in jumps o f 100 to save
%computing time s i n c e we can a f f o r d the number o f s t ep s in the r e s u l t to be
%much lower than the number o f s tep in the data s e t )

f o r n=14∗ s i gma steps +1:100:615000−14∗ s igma steps−1

%f o r each Bz value , the va lue s taken f o r the gauss ian d i s t r i b u t i o n are from
%14∗STD va lues on e i t h e r s i d e .

f o r k=−14∗ s i gma steps : 1 : 1 4∗ s i gma steps
av P2 ( f l o o r (n/100) ,1)= av P2 ( f l o o r (n /100) ,1 ) + . . .

cP expanded (n+k , 1 )∗ exp (−0.5∗( double ( k )/ s i gma steps )ˆ2) / . . .
s q r t (2∗ pi ∗ s i gma steps ˆ 2 ) ;
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av P2 ( f l o o r (n/100) ,2)= av P2 ( f l o o r (n /100) ,2 ) + . . .
cP expanded (n+k , 2 )∗ exp (−0.5∗( double ( k )/ s i gma steps )ˆ2) / . . .

s q r t (2∗ pi ∗ s i gma steps ˆ 2 ) ;
end

end

%% f i n d i n g the d e r i v a t i v e to the broadened p r o b a b i l i t y

%s e t t i n g a time vec to r f o r the expanded data s e t
t expanded=t min−dt∗ r e s o l u t i o n ∗300000: dt∗ r e s o l u t i o n : t max+dt∗ r e s o l u t i o n ∗300000;

de r i v=ze ro s ( 6 1 4 9 , 2 ) ;

%f o r the va lue s in the data s e t f o r which the broadened p r o b a b i l i t y was found :
f o r n=14∗ s i gma steps +1+100:100:615000−14∗ s igma steps−1

%the d e r i v a t i v e i s taken as the s l ope o f the l i n e a r curve between two po in t s
%in the data s e t

temp (1 , : )= p o l y f i t ( t expanded (n−100:100:n ) ’ , av P2 ( f l o o r (n/100)−1: f l o o r (n / 1 0 0 ) , 1 ) , 1 ) ;
temp (2 , : )= p o l y f i t ( t expanded (n−100:100:n ) ’ , av P2 ( f l o o r (n/100)−1: f l o o r (n / 1 0 0 ) , 2 ) , 1 ) ;
d e r i v ( f l o o r (n/100) ,1)=temp ( 1 , 1 ) ;
de r i v ( f l o o r (n/100) ,2)=temp ( 2 , 1 ) ;

end

%% p l o t s − f o r the t r a n s i t i o n from one d i a b a t i c s t a t e to another

t=t min : dt∗ r e s o l u t i o n : t min+dt∗ s t ep s ;
Bz=t ∗nu ;

%P r o b a b i l i t y ( be f o r e broadening ) vs Bz
f i g u r e
hold on
p lo t (Bz ( 1 : end ) , cP ( 1 : end , 2 ) , ’ k ’ , ’ LineWidth ’ , 1 . 5 ) ;
y l a b e l ( ’ P r o b a b i l i t y ’ , ’ Fonts i z e ’ , 1 6 ) ;
x l a b e l ( ’Bˆz [T] ’ , ’ Fonts i z e ’ , 1 6 ) ;
s e t ( gca , ’ Fonts i z e ’ , 1 4 ) ;

t expanded=t min−dt∗ r e s o l u t i o n ∗300000: dt∗ r e s o l u t i o n : t max+dt∗ r e s o l u t i o n ∗300000;
Bz expanded=t expanded ∗nu ;

%Broadened P ro b a b i l i t y
f i g u r e
hold on
p lo t ( Bz expanded (14∗ s i gma steps +1:100:615000−14∗ s igma steps −1) , . . .

av P2 ( f l o o r ( (14∗ s i gma steps +1)/100) :1 : . . .
f l o o r ((615000−14∗ s igma steps −1)/100) ,2) , ’ k ’ , ’ LineWidth ’ , 1 . 5 ) ;
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y l a b e l ( ’ P r o b a b i l i t y ’ , ’ Fonts i z e ’ , 1 6 ) ;
x l a b e l ( ’Bˆz [T] ’ , ’ Fonts i z e ’ , 1 6 ) ;
s e t ( gca , ’ Fonts i z e ’ , 1 4 ) ;

%Der iva t iv e o f broadened P r o b a b i l i t y
f i g u r e
hold on
p lo t ( Bz expanded (14∗ s i gma steps +1+100:100:615000−14∗ s igma steps −1) , . . .

d e r i v ( f l o o r ( (14∗ s i gma steps +1+100)/100):1: . . .
f l o o r ((615000−14∗ s igma steps −1)/100) ,2) , ’ k ’ , ’ LineWidth ’ , 1 . 5 ) ;

y l a b e l ( ’ $dP {LZ} / dBˆz$ ’ , ’ Fonts i z e ’ ,20 , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
x l a b e l ( ’Bˆz [T] ’ , ’ Fonts i z e ’ , 1 6 ) ;
s e t ( gca , ’ Fonts i z e ’ , 1 4 ) ;
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